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ABSTRACT

Arecent trend in routing research is to avoid inefficienaagetwork-
level routing by allowing hosts to either choose routes thedies
(e.g, source routing) or use overlay routing networksy( Detour
or RON). Such approaches resultsielfishrouting, because routing
decisions are no longer based on system-wide criteria leutrar
stead designed to optimize host-based or overlay-baseaitmeh
series of theoretical results showing that selfish routargresult in
suboptimal system behavior have cast doubts on this agprdac
this paper, we use a game-theoretic approach to investiyager-
formance of selfish routing in Internet-like environmeni¢e focus
on intra-domain network environments and use realistioltages
and traffic demands in our simulations. We show that in caehtra
to theoretical worst cases, selfish routing achieves closptimal
average latency in such environments. However, such pesioce
benefit comes at the expense of significantly increased stinge
on certain links. Moreover, the adaptive nature of selfistriays
can significantly reduce the effectiveness of traffic engiiimg by
making network traffic less predictable.

Categories and Subject Descriptors

C.2.5 [Computer-Communication Networks]: Local and Wide-
Area Networks—nternet
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Performance
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1. INTRODUCTION

For decades, it has been the responsibility of the networute
traffic. Recent studies [32, 40] have shown that there israitan-
efficiency in network-level routing from the user’s perspee In
response to these observations, we have seen an emergehtare
allow end hosts to choose routes themselves by using eihieces
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routing (.9, Nimrod [8]) or overlay routing €.g, Detour [32] or
RON [5]). These end-to-end route selection schemes arerstmw
be effective in addressing some deficiencies in today’s LRing.
For example, measurements [10, 32, 33] from the Detour groje
show that in the Internet, a large percentage of flows can fitigb
alternative paths by relaying among overlay nodes, theirapyov-
ing their performance. RON [5] also demonstrates the bengfit
overlay routing using real implementation and deployment.

Such end-to-end route selection schemes are selfish byeriatur
that they allow end users to greedily select routes to opérttieir
own performance without considering the system-wide GaitdRe-
cent theoretical results suggest that in the worst casaslsetiuting
can result in serious performance degradation due to lackager-
ation. In particular, Roughgarden and Tardos prove thaptice of
anarchy(i.e., the worst-case ratio between the total latency of self-
ish routing and that of the global optimal) for selfish rogtzan be
unbounded for general latency functions [31].

Despite much theoretical advance, an open question is hiéw se
ish routing performs in Internet-like environments. Thisai chal-
lenging question, since today’s Internet is unique in tHefdng
respects.

First, topologies and traffic demands of the Internet areanot
bitrary but have certain structures. The worst-case resudty not
be applicable to realistic topologies and traffic demandgeAeral
open guestion isvhether selfish routing results in bad performance
in Internet-like environments.¢., under realistic network topolo-
gies and traffic demands)

Second, users in overlay networks do not have full flexipilit
specifying their end-to-end paths. Due to limited avallgbiof
source routing support in the routers, the path between w&oy t
network nodes is dictated by the Internet routing protacsigh
as OSPF [28], MPLS [26], or BGP [37]. While overlay networks
provide another mechanism to enable users to control thetes
by relaying through overlay nodes, the route between twolaye
nodes is still governed by the underlying routing protoéohatural
guestion ishow to model such selfish overlay routing and whether
selfish overlay routing results in bad performance

Third, even if selfish overlays.€., overlays consisting of selfish
traffic) yield good performance, they can only be deployeatigr
ally. As a result, background traffic and overlay traffic viilteract
with each other. We call such interactiongrizontal interactions
An important question ifow such selfish traffic affects the remain-
ing traffic routed using the traditional routing protocol# related
guestion isvhether multiple overlays result in bad performance

Fourth, the way in which selfish users choose their routesrzan
teract with traffic engineering. We call such interactiomastical
interactions which can be viewed as the following iterative pro-
cess. First, ISPs adjust network-level routing accordmgraffic
demands, using schemes in [6, 14, 15, 42], to mininme&vork
cost Then selfish users adapt to changes in the underlying defaul
routes by choosing different overlay paths to optimize rtlegid-



to-end performance. Such adaptation changes traffic desvemd
triggers traffic engineering to readjust the default routelsich in

pioneering work in this area is by Koutsoupias and Papadonif22],
who compare the worst-case Nash equilibrium with a globgivog

turn makes selfish users adapt to new routes. Given the nabmat solution in minimizing network congestion in a two-nodewetk.

between the objectives of selfish routing and traffic engingean
interesting question iwhether selfish routing interacts badly with
traffic engineering

Roughgarden and Tardos are interested in a different pesioce
metric — latency. In [31], they prove that the price of angrte.,
the worst-case ratio between the average latency of a Nash eq

In this paper, we seek to answer the above questions through elibrium and that of the global optimal) depends on the “stesys”

tensive simulations. We take a game-theoretic approactorio ¢
pute the traffic equilibria of various routing schemes arahthval-
uate their performance. We focus ortra-domainnetwork envi-

of the network latency functions. They show that the pricaf
archy is unbounded for a general latency function such as/M/M
In contrast to the theoretical studies, our study focusea prac-

ronments because recent advances in topology mapping f@6] a tical setting, by using realistic network topologies analftc de-

traffic estimation [44] allow us to use realistic network atqmies
and traffic demands for such scenarios. Understandinglsedfig-
ing in inter-domain environments is also of great interesutill be
more challenging. First, we do not have realistic modelsiftar-
domain traffic demands. Moreover, despite some recent @segr
towards understanding autonomous system relationshifys3g],
more research efforts are needed to develop realistic mddel
inter-domain routing policies. Finally, the large sizemtr-domain
topologies makes it computationally prohibitive to dettiragfic equi-
libria. Due to these difficulties, we defer it to future work.

Our key contributions and results can be summarized asafsllo
First, we formulate and evaluate selfish routing in an oyenlet-
work. Selfish routing in an overlay network is different fram-
ditional selfish source routing in that (i) the route betwaeg two
overlay nodes is dictated by network-level routing, anfidiffer-
ent overlay links may share common physical links and tloeeef
traditional algorithms to compute traffic equilibria do raqply.

Second, we find that in contrast to theoretical worst casdfisis
routing in Internet-like environments yields close to ol average
latency, which can be much lower than that of default netweviel
routing. This is true for both source routing and overlaytirog
Moreover, we show selfish routing achieves good performaiitte
out hurting the traffic that is using default network-levaliting.

Third, we show that the primary impact of selfish routing on
Internet-like environments is the fundamental mismatctwben
the objectives of selfish routing and traffic engineering.pémtic-
ular, our results show that the low latency of selfish routsgften
achieved at the expense of increased congestion on ceiriés |
Moreover, the adaptive nature of selfish routing makes ¢raié-
mands less predictable and can significantly reduce thetef@ess
of traffic engineering.

The rest of the paper is organized as follows. In Section 2enve
view related work. In Section 3, we present our network motiel
Section 4, we specify the routing schemes we evaluate arsgre
the algorithms we use to compute their traffic equilibria. Sec-
tion 5, we describe our evaluation methodology. We studyptite
formance of selfish source routing in Section 6 and that dfsbel
overlay routing in Section 7. In Section 8 and Section 9, westi-
gate horizontal and vertical interactions, respectivéi conclude
in Section 10.

2. RELATED WORK

A number of recent studies have reported that network-lkeuet
ing is inefficient from the user’s perspective. For examflayage

mands; different from the measurement studies, our studsiders
a more general setting and investigates networks with & Empunt
of selfish traffic, under different network configurationscfuding
both static and dynamic network controls).

Although the price of anarchy can be high in the worst-caz@es
theoretical studies have also shown that the degradati@sssse-
vere from some other perspectives. For example, Friedmanssh
that for “most” traffic rate vectors in a range, the price oaany
is lower than that of the worst cases [16]. He also analyze®th
fects of TCP rate adaptation in a parallel-link network ahdves
that the performance loss is small. Roughgarden and Tagigs [
show (essentially) that the performance degradation diselfesh
routing can be compensated for by doubling the bandwidthllon a
links. However, this is often not a practical option for tiéernet at
least in the short-term.

There are also other ways in which end users can selfishly opti
mize the performance of their traffic. For example, a usergread-
ily inject traffic into a network. A number of papers.g, [2, 35])
consider such a congestion game. In practice, it is possililave a
hybrid game that consists of a route selection game and a&sting
game, but we defer it to future work.

3. NETWORK MODEL

In this section, we describe our network model, especidiéy t
network-level routing protocols. In the next section, weate the
schemes of how traffic demands are routed through the network
Section 5, we describe the network topologies, traffic deteaand
latency functions that we use to instantiate our networkehod

Physical network: We study the performance of realistic physical
networks. We model a physical network as a directed g@ph
(V, E), whereV is the set of nodes, anfd the set of directed links.
We assume that the latency of each physical link is a funation
its load. The exact latency functions we use will be descriine
Section 5.3.

Demands: We partition network traffic into demands. A demand
represents a given amount of traffic from a source to a dégtinma
In particular, we identify a special type of demand, callefihites-
imal demand. A collection of infinitesimal demands modelargé
aggregation of independent, small transactions such asraetac-
tions, and the generator of each transaction makes an indepe
decision.

Overlays: An overlay consists of overlay nodes, directed overlay
links, and a set of demands originated from the overlay notlke

et al.[33] use Internet measurements to show that the defauk routoVerlay nodes agree to forward each other's traffic alongoneore

ing path is often suboptimal in terms of latency, loss rate, &CP
throughput. The suboptimal performance of network-leeeiting
is inevitable due to routing hierarchy and policy [40], adlas dif-
ferent routing objectives used by network operators, whymse is
to avoid high utilization. Moreover, stability problemstivirouting
protocols, such as BGP [37], could make things even worsea As

result, there has been a movement to give users more autonomy

choosing their routes by using source routiegg( Nimrod [8]) or

overlay routing networkse(g, Detour [32, 33] and RON [5]).
Recently a series of theoretical results show that selfistimg

can result in extremely suboptimal performance in worsesashe

overlay links. The physical route for an overlay link is dited
by network-level routing and may involve multiple physidiaks.
Different overlay links may share one or more physical linke
overlay nodes and overlay links form the overlay topologylimit
the parameter space, we only considerfilly connectedverlay
topology in this work. That is, we assume there is an oveliilaly |
between every pair of overlay nodes. We plan to investigatest-
fects of different overlay topologies in our future work.

Users: We assume that the network consists of a collection of users.
Each user decides how its traffic should be routed. The dbgect
a user is to minimize the average latency of its traffic. \Weosko



Optimal routing: Optimal routing refers ttatencyoptimal rout-
ing. It models a scenario where a single authority makesahing
decision for all the demands to minimize the average latency

A traditional algorithm to compute the traffic equilibriasdurce
routing and optimal routing is the linear approximationaaithm, a
variant of the well-known Frank-Wolfe algorithm [13, 29,]34ee
Appendix for more details).

to use latency as the optimization objective of selfish raufor the
following reasons: 1) many applications such as short Waeisfers
and IP telephony require low latency; 2) most previous teecal

analyses are based on latency, and one of the major obgofitieis

study is to investigate whether the theoretical worst-caselts ap-
ply to Internet-like environments. We plan to investigdte &ffects
of alternative routing objective®(g, loss [3]) in our future work.

Route controller: Besides users, we also have a route controller,
which controls the network-level routing in the physicatwerk.
(We use network-level routing and physical routing intemgeably

in this paper.) We consider several types of network-legating.

We assume that the route controller uses a routing prot@sadon
either OSPF[28], which uses shortest-path with equal-ateiglit-
ting, or MPLS[26], which uses the more general multi-comityod
flow routing. For OSPF routing, we consider three weightgassi
ments:

4.2 Overlay routing

The next two routing schemes are the overlay versions otsour
routing and optimal routing.

Overlay source routing: Overlay source routing is selfish rout-
ing through overlay nodes. Similar to source routing, itis traffic
source that controls the routes.

Overlay optimal routing: Overlay optimal routing refers to over-
lay latencyoptimal routing. It models a scenario where the demands
in the overlay have complete cooperation in minimizing therage
e Hop-count OSPF routing, which assigns a unit weight to eachatency.

physical link; As mentioned in Section 1, overlay routing is different frovot-

e Random-weight OSPF routing, which assigns a random weigfitg directly on the physical network. In particular, the pioal route
to each physical link; for an overlay link is dictated by network-level routing amay in-

« Optimized-compliant OSPF routing, which has OSPFweightsVOIVe multiple physical links. Moreover, different oveylinks may

set to minimize network cost [14] (see Section 5.4), whenShare common physical links and therefore may interferk @aich
assuming all traffic is compliant, following the routes dete qther. Therefore, we cannot ap.ply theltra}dltlonal lineguregima-
: ; ; ise linearion algorithms to compute traffic equilibria for such scteam

convex function over all links. This metric has been consid- e use the following approach to compute traffic equiliboa f

ered as a good objective for traffic engineering becauset it no?Verlay routing. For each overlay, we build a logical netafsom

only avoids overloading physical links, but also avoidsrigk e Physical network. The nodes in the logical network cetns
very long paths [14, 15]. the union of the nodes in the overlay and the nodes that are the

] ] ] destinations of nonzero demands in the overlay. The linkhén
We represent network-level routing by a routing mafixwhere  |ogical network consist of all the overlay links, as well asirk
RIp, €] specifies the fraction of traffic between the source-detstina

! TIC D : JET0 from each overlay node to each node that is the destinatisoroé
pairp that goes through the physical liek The routing matrix® is  traffic demands but does not belong to the overlay.
computed by the routing protocol under study.

] Given this model, each logical link can be mapped to a cadiact
In our study, the route controller can change network r@utth  of physical links. More specifically, assume that the lolire p
optimize overall network performance; in other words, i @®r- s for the source-destination pair(we use the same symbplto
form traffic engineering. For MPLS, the route controller aiin  denote the logical link and the source-destination pajr then the
rectly adjust the routing matri®; for OSPF, the route controller

_ € ( | J ] logical link consists of all the physical linkssuch thatR[p, ¢] > 0.
will ?dlliith%]waghts of the physical links to influencewetk  |f 3 demand sendg units of traffic through a logical link, then
routing [14, 15].

each physical linke will carry f - R[p, ¢] amount of traffic for this
4. ROUTING AND TRAFFIC EQUILIBRIA

demand. Figure 1 shows an example of a physical network,rend t
We evaluate each selfish routing scheme by computing its per-

logical network for an overlay formed by nodes 2, 3, and 5.

formance at traffic equilibria. Using a game-theoretic apph, we
define a traffic equilibrium as a state where no user can ingpotfos
latency of its traffic by unilaterally changing the amountrafffic it
sends along different network paths. One possible way ofpcbm
ing traffic equilibria is through simulation. More specifigaone
could simulate the moves of each individual user and wait tive
system reaches equilibrium. However, given the size of #te n
work we are considering (see Section 5.1), such simuldiased
approach may take a prohibitively long time to converge teag,
we compute traffic equilibria directly. Below we introdu¢etrout-
ing schemes, and specify the algorithms we use to computeathe
fic equilibria. See Appendix for further details on the algjons.

For a comprehensive study, we consider the following fivéingu

(a) Physical Network

(b) Logical Network of an overlay

schemes: (i) source routing, (ii) optimal routing, (iii)eay source
routing, (iv) overlay optimal routing, and (v) compliantuting. Be-
low we describe these routing schemes in details.

4.1 Routing on the physical network

The first two routing schemes allow a user to route its traffic d

rectly through any paths on the physical network.

Figure 1: A physical network and the logical network for the
overlay formed by nodes 2, 3, and 5. Nodes 6 and 7 are not
overlay nodes but nodes 2, 3, and 5 have demands to them. The
logical link from node 2 to 5 consists of two physical paths: 20
9to 5, and 2 to 8 to 5, if hop-count OSPF routing is used.

Using such logical networks, we can compute the traffic @oyigl

Source routing: Source routing results in selfish routing, since of overlay routing by either a modified linear approximatelgo-

the source of the traffic makes an independent decision dtmut
the traffic should be routed. The selfish routing scheme etlih
most previous theoretical work is source routing.

rithm or a relaxation algorithm (see Appendix for detail¥yhen
there are multiple overlays, we use the relaxation framkvpoo-
posed in [23, 41] to ensure convergence (see Appendix failst



4.3 Compliant routing

For comparison, we also consider the default network-lewa-
ing, which we term compliant routing.

Compliant routing: Traffic demands using compliant routing
follow the routes determined by the network-level routimgtpcol.

5. EVALUATION METHODOLOGY

In this section, we first describe the network topologiesffitr
demands, and link latency functions used in our evaluafitven we
discuss the performance metrics that we use as a basis fpacm
the efficiency of different routing schemes.

5.1 Network topologies

We use both real and synthetic topologies in our evaluation.

Real topology: We use a real router-level backbone topology
from an operational tier-1 ISP, referred to BSPT opo, with on
the order of a hundred backbone routers connected by OG443 (
2.48 Gbps) and OC192¢., 10 Gbps) links (the exact numbers are
omitted for proprietary reasons). For each link in the repbtogy,
we use the actual link capacity in our study. The propagaliay
of each link is estimated using the actual fiber length diibg the
speed of light.

Rocketfuel topologies:Rocketfuel applies several effective tech-
niques to obtain fairly complete ISP maps [36]. We use the POP
level maps published by the authors, shown in Table 1, asgbart
our topologies. For each Rocketfuel topology, we use twalban
width settings: all links are either OC2€., 155 Mbps) or OC48
(i.e, 2.48 Gbps). The propagation delay of each link is approxi-
mated using geographical distance divided by the speedHf li

#Non-leaf
‘ ISP ‘ Loc. ‘ #Nodes‘ Nodes ‘ #Edges‘
ATT us 108 30 282
Abovenet| US 22 13 160
Exodus UsS 22 17 102
Level3 us 53 37 912
Sprint US 44 21 212
Verio us 122 82 620
EBONE Intl. 28 25 132
Telstra Intl. 58 8 120
Tiscali Intl. 51 38 258

Table 1: ISP topologies as measured by Rocketfuel.

Random topologies:In addition to real topologies, for diversity
we also randomly generate power-law topologies using BREZBE,
since a number of papers [11, 39] have shown that the powes-la
capture the Internet structure quite well. We generate ridi®
router-level topologies with edge densitye(, the number of neigh-
boring nodes that each new node connects to) varying fréonl 0.

In the following sections, we use Poweto denote a power-law
topology with edge density. For each power-law topology, we use
two bandwidth settings: all links are either OC3 or OC48. piap-
agation delay of each link is drawn uniformly between 10 ms.

5.2 Traffic demands

We use both real and synthetic traffic demands in our evaluati

Real traffic demands: Our real traffic demands are estimated
from SNMP link data using thesmogravitymethod [44], which has
been shown to yield accurate estimates especially for laedfc
matrix elements. We use the backbone router to backbonerrout
traffic matrices during three randomly chosen hours in Ndye&m
2002.

Synthetic traffic demands: The real traffic demands are only
available forI S PT opo. For the other topologies, we generate syn-
thetic traffic demands as follows. For a Rocketfuel topojogg
generate synthetic traffic by randomly mapping POPES#T opo

to non-leaf nodes in the Rocketfuel topology, using seveiféer-
ent random seeds. Specifically, te{.) denote a random mapping
from the cities inl. S PT opo to those in a Rocketfuel topology. Let
T'(s,d) denote the traffic demand from cigyto city d in I.S PT opo.
Then the traffic demand from city.(s) to city m(d) in the topology
under study is set t@'(s,d). For synthetic power-law topologies,
we perform similar mappings at the router level to derive deds.

Load scale factor: To control system load, we scale up the de-
mands so that when all the traffic is compliant and routeddase
shortest hop-counthe maximum link utilization i900- F'%, where
F is aload scale facto(sometimes abbreviated A4S F’).

5.3 Link latency functions

As shown in [30], link latency functions play an importanktrom
determining the effectiveness of selfish routing. In oudetons,
we use five representative latency functions: M/M/1, M/DL8][
P/M/1, P/D/1 [19], and BPR [9]. We also implement piecewise-
linear, increasing, convex functions to approximate arhenta-
tency functions. In all latency functions, we include a tefon
propagation delay (Section 5.1 shows how we determine lteva
for each physical link).

Our first two latency functions belong to the general M/GéAssl
of latency functions: M/M/1 and M/D/1. For a M/G/1 queue, the

latency can be expressediés) = i + %ﬁﬁf) + prop, where
z is the traffic load,u the link capacity,c the standard deviation
of the service time, angrop the propagation delay. The M/M/1
latency function is M/G/1 wittv = ; thereforel(z) = 2 +
prop. The M/D/1 latency function is M/G/1 withr = 0; therefore
l(z) = % + % + prop. To avoid the discontinuity when the load
approaches capacity, we approximate the M/M/1 or M/D/1 fiienc
with a linear function beyon@9% utilization. To test sensitivity
to the threshold, we also t§0% and99.9%. The results are very
similar, and in the interest of brevity we present the rasuling
99% as the threshold.

Our next two latency functions, P/M/1 and P/D/1, have heavy-
tail inter-arrival times. Here P stands for Pareto. We setsiape
parametef = 1.5 so that the resulting distribution has infinite vari-
ance. Since there is no closed-form expression for eithdf1Por
P/D/1, we approximate each of them using a piecewise-linear
creasing, convex function. We use the results in [19] to @dprate
P/M/1. For P/D/1, we derive a linear approximation of its sha
using ns-2 [27] simulations. Specifically, we generate @araffic
to compete for a single bottleneck link with a large FIFO dtaip
gueue and observe the latency as we vary the load.

For comparison purposes, we also run some experiments with
the latency function BPR [9], which is used as a standardhégte
function in transportation networks. The expression fis ttency

function isi(xz) = prop- |1+ 0.15 (%)4 . Table 2 summarizes the
above five latency functions.

Notation | Latency function

MM/ | I(z) = il + prop

MID/L | I(z) = 22 + O—f + prop

P/M/1 | approx. with Paret@ = 1.5, see [19]
P/D/1 | approx. with Paret®@ = 1.5
BPR | I(x)=prop-|1+0.15 (g)4

Table 2: Link latency functions.

5.4 Performance metrics

We use the following performance metrics to evaluate rgutin
efficiency: (i) average latency, (i) maximum link utilizan, and
(iii) network cost. The first metric reflects end-to-end ugerfor-
mance, while the next two reflect the perspective of netwgrk o



erators, who aim to avoid link overloads in their networkhie3e
performance metrics are computed from traffic equilibriaya dis-
cussed in the previous section.

The utilization of a link is the amount of traffic on the link-di
vided by its capacity. When a link utilization is beyond 100%e
link is overloaded. The maximum link utilization is the miaxim
utilization over all links in a network.

The maximum link utilization is an intuitive metric; howeyeét
is dominated by a single bottleneck, as pointed out in [14]g8t a
more complete picture, we also adopt a metric to capturebe o
all network cost. According to [14, 15], the cost of a link dam
modeled using a piecewise-linear, increasing, convextimmevith
slopes specified as follows:

1 : z/ce(0,1/3)
3 : z/cell/3,2/3)

_ 10 : z/ce([2/3,9/10)
ue(w/c) = 70 - x/ce[9/10,1)
500 : x/ce[1,11/10)

5000 x/c € [11/10, 00),

wherez is the load on linke, andc its capacity. We refer to the
points at which the slope changesd, 1/3 and2/3) as the cut-
points. The overall network cost is the sum of all links’ cost
In [14], Fortz, Rexford, and Thorup showed that OSPF weidbts
rived from one set of cut-points and slopes also tend to gbalg
performance for other sets of cut-points and slopes. Therghe
above cost function is a general metric to consider.
For all three metrics, the lower values are preferred.

6. SELFISH SOURCE ROUTING

WEe firstinvestigate the performance of selfish source rguthmat
is, all the demands are infinitesimal and the selfish trafficuse any
routes in the physical network. This is the type of selfishtingu
scheme analyzed in most theoretical studies. As shown in 3@
worst-case latency degradation of selfish source routimgpened
with optimal routing can be unbounded due to lack of coojpamat
In this section, we seek answer to the following questionv does
selfish routing perform in Internet-like environments?

6.1 Are Internet-like environments among
the worst cases?

Effects of network load: We begin our investigation of selfish
routing by varying network load. Figure 2 shows the latenay f
three representative topologies, as we vary the netword $ocale
factor from0.2 to 2.

We make the following observations. First, under variousif
selfish routing yields lower latency than compliant roufiwgich is
based on optimized-compliant OSPF weights. This resultptem
ments the previous findings, such as Detour [33] and RON &, a
shows that the performance benefit of selfish routing oveptiamt
routing exists even in a single AS network; moreover suclefien
does not disappear even if all traffic is selfish (as opposgdsto
having a small portion of selfish traffic in RON). It is not stigng
that compliant routing results in higher latency, becatiseQSPF
weights are optimized mainly to avoid link overloads rattiean
minimize end-to-end user latency. As we will see later, theer
latency of selfish routing comes at the cost of increasedesiian
on certain links.

Second, compared with optimal routing, selfish routing dgel
very similar average latency—the difference is close to éhivst
cases and is always within 30%. In other words, unlike thertte
cal worst cases, the price of anarchy in Internet-like emritents is
close to 1. This is likely because under realistic netwopotogies
and traffic demands, traffic is spread across the network alydso
few links get congested even with selfish routing. As a reshié
average latency under selfish routing is similar to that dfnogl

routing.

Effects of network topologies: Next we examine the effects of
network topologies on the latency of selfish routing. FigBi@m-
pares the latency of different routing schemes when thdéitdacy
function is M/M/1, the load scale factor 1s0, and the links’ band-
width is OC3.

25000

20000 -
15000 -
10000 -

5000 -

Average latency (us)

0 4

Abovenet
PowerD2
PowerD5
PowerD10

Load scale factor=1

\D source Moptimal O compliant\

Figure 3: User latency for all topologies with the M/M/1 latency
function and load scale factor 1. Selfish stands for selfish acce
routing; optimal stands for optimal routing; compliant sta nds
for optimized-compliant OSPF routing. The other figures in this
section use the same notation.

As Figure 3 shows, network topologies have a pronounced ef-
fect on the relative performance of selfish and compliantingu
For example, in the Abovenet and power-law topologies,dtenicy
achieved by selfish routing is less than half of that incubyedom-
pliant routing. A detailed look at these two topologies shdhat
these two topologies have mesh-like connectivity; themsfself-
ish routing is likely to find more paths and therefore achsaveich
lower latency. However, in all topologies, we observe tradfish
routing consistently yields close to optimal latency.

Effects of latency functions: Finally, we study how different
latency functions affect the latency of selfish routing.rieigure 4,
we observe similar latency across different latency fumsi When
comparing the latency achieved by different routing scremee
see that the performance of selfish routing is close to thaptifnal
routing and noticeably better than that of compliant ragitin
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Figure 4: User latency for ISPTopo under various latency
functions.

6.2 What is the system-wide cost for selfish
source routing?

The previous subsection shows that unlike theoretical veases,
selfish source routing in Internet-like environments isclaw la-
tency. A natural question is whether the low latency comebet
expense of increased system-wide cost. We examine this Bsu
comparing different routing schemes based on two metiicsigx-
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Figure 5: Selfish source routing: comparison of maximum linkutilization using M/M/1 link latency under various network loads.

imum link utilization and (ii) network cost, both defined ireS 3 128 -
tion 5.4. = 120
.. . o

Effects of network load: We start by examining the impact of 2 100 4 =
network load. Figure 5 shows the maximum link utilization floe £ 80
same network configurations as those in Figure 2. From Fifure g 60 1
we observe that in compliant routing, maximum link utilipatin- p ‘2‘8: T 1 I NN
creases linearly with offered load. This is expected sineaige the g o
same set of weights to scale the traffic (see Section 5.2)orm ¢ g gICIY| S IEISE g|2|18|8]%
parison, both optimal routing and selfish routing can caigie Imk S <198 3| & § 2 b g8 =
utilization even when the overall offered load is low. Foraex 2 W glc §
ple, in bothI.SPTopo and PowerD10 topologies, at a load factor
of 0.2, the maximum link utilization of optimal routing isasle to Load scale factor=1
90% and that of selfish routing is close to 100%. This result oc [@source M optimal D compliant]
curs because both optimal routing and selfish routing ainntmse (a) Maximum link utilization (%)
shortest paths; thus they are more likely to cause congestare,
whereas compliant routing more uniformly spreads traffiosg the 10000
entire network to avoid link overloads at the cost of longed-¢o- ~ 1000
end paths. The high network utilization is undesirablecsimany 8
backbone networks are kept at a load well below 50% so thes the ¥ 100 -
are enough backup paths during link or router failures [20]. s

Effects of network topologies: Next we verify the above obser- z 104
vations by varying the network topologies. As shown in Fgér 1]

selfish routing consistently yields the highest maximurk litiliza-

tion and network cost in all topologies. For example, in tixedus
network, the maximum link utilization achieved by selfistuting

is 40% higher than that of optimal routing and 80% higher than
that of compliant routing; for the same network, the netwakt of Load scale factor=1
selfish routing is over an order of magnitude higher thandhap-
timal routing or compliant routing. These results sugdest selfish
routing may make a network much more vulnerable to overleas, (b) Network cost
pecially when failures occur.

Effects of latency functions: The results based on other latency
functions are qualitatively the same, as shown in Figure inces
both latency and network cost/utilization are not very gam@sto
latency functions for the topologies that we consider, mnftbilow-
ing sections we focus on the M/M/1 latency function. Morapwe 6.3 Summary
show only the maximum link utilization, since it is more iitiue To summarize, in this section we compare the performancé-of d
and it gives consistent results as network cost. ferent routing schemes using realistic network topologies$traffic

demands. Our results show that unlike the theoretical wiarses,
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Figure 6: Selfish source routing: comparison of maximum link
utilization and network cost using M/M/1 link latency across dif-
ferent network topologies.
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Figure 7: Selfish source routing: comparison of maximum link
utilization and network cost across different latency fundions.

selfish source routing in Internet-like environments isnaffective
in choosing shortest paths, and yields close to optimalageeta-
tency. On the other hand, this often comes at the cost ofaaairig
links on the shortest paths. This suggests that selfishngutiay
potentially have a negative impact on traffic engineeringe WAl

further investigate the issue in Section 9.

7. SELFISH OVERLAY ROUTING

The previous evaluations consider selfish source routingw-H
ever, as we discussed in Section 1, in practice, end usersaddtnot
have complete routing control. We initially expected treducing
routing flexibility would increase both latency and linkligation,
since users lose fine-grained control over routing. Howeagmwe
will see, this is often not the case.

7.1 Does selfish overlay routing perform well
when every node is in the overlay?

We first consider an overlay that consists of all network sode
Note that even if the overlay includes all network nodestinguon
an overlay is still different from routing on the physicaltwerk in
that the latter has access to all network resources, buirthjsnot
be the case for the former. For example, the network-leuging
can easily prevent any overlay traffic from using a particlitak
by setting its corresponding column in the routing matriX0t@n
OSPF this can be achieved by assigning a large weight tortkk li
As a result, certain physical routes cannot be implemenyeanly
overlay routing schemes.

In our evaluation, we use the same network setting as bedgre,
cept that the routes between any pair of overlay nodes arenget
determined by end users, but by the network-level routing adbpt
OSPF for network-level routing and use the three OSPF weight
signments as described in Section 3.

Figure 8 shows the performance of overlay source routinghier

of the four curves overlap, namely source routing, overiayrse
routing when the network-level routing uses optimized-pbamt
OSPF weights, and overlay source routing when the netwedt|
routing uses hop count. This suggests that routing conssravhether
based on hop-count or optimized-compliant weights, hatle kf-
fect on user latency or system-wide cost. This result cantpias

a surprise since our initial conjecture was that routingst@ints
would degrade performance. In contrast, when the netwedtH
routing uses random weights, we observe much higher deldy an
link utilization. To understand this result, below we indtze a no-
tion calleddirect link shortest (DLS)
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Figure 8: Selfish overlay routing: comparison of user lateng
and maximum link utilization for the I.SPT opo topology.
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DerFINITION1 (DIRECTLINK SHORTEST). We consider a
network-level routing scheme to loérect link shortest (DLS)if for
any physically adjacent nodesand B, all the traffic fromA to B is
routed through the direct lind B without involving any other links.
As an example, hop-count-based OSPF is a DLS routing scheme.

Our key observation about DLS routing schemes is as folldmvs.
an overlay that covers all network nodes and satisfies DLUSirnmg
on the overlay has as much routing flexibility as directlytiog on
the underlying physical network. This is because, by dédimiof
DLS, the overlay can force traffic to follow any given phydipath
N1 N,...Ni by specifying an overlay path with the same node se-
quence:N1 — ... — N, where nodesV; and N; 1 are physically
adjacent. Given this observation, since hop-count-bass@Fsat-
isfies DLS, it performs as well as source routing. As for opted-
compliant OSPF weights, our verification shows that suclyitsi
satisfy DLS to a large extent, thus it also performs well.

One implication of the above observation is that the only way
in which a network-level routing scheme can affect the anhadin
selfish overlay traffic on a given link B is by violating DLS. In the
context of OSPF, this can only be achieved by choosing thghtei
so that an alternative path from nodeto B has a total weight that
is either lower than or equal to the OSPF weight4d8. When the
alternative path has a lower total weightB is effectively pruned
from the network, since no overlay traffic can ever use it. Whe
there is a tie, some load balancing can be achieved. Howsweln,
ties are very rare in our experiments. Therefore, such titia of
DLS effectively reduce the network resources availabla¢cselfish
overlay and can lead to higher latency and link utilization.

With random OSPF weights, violations of DLS are common and
therefore the network resources available to the overlaysinif-
icantly reduced. This explains why we see substantialljzérida-
tency and maximum link utilization with random OSPF weights
We will show later in Section 9 that selfish overlay routintenacts
poorly with OSPF optimizer for exactly the same reason.

We further verify the above observations by using diffenest-
work topologies; the results are shown in Figure 9. As befae-
dom OSPF weights continue to yield substantially higheayleihd
maximum link utilization, while the performance of the attileree
is close to each other. This confirms our previous findings.ekiVh

1S PTopo network, as we vary network load. In both figures, three comparing the performance across different routing sckerwe



observe that selfish routing continues to result in closeptomal
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Figure 9: Selfish overlay routing: comparison of user lateng
and maximum link utilization for different network topolog ies.

7.2 Does selfish overlay routing perform well
when only some nodes are in the overlay?

The previous evaluation includes all of the network nodeann
overlay. In practice, an overlay may only hapatial coveragei.e.,
only a fraction of the nodes are in the overlay. In such a dhse,
routing choice is further constrained, which may have areichpn
the performance. Below we investigate this issue in detail.

Effects of only covering edge nodesin our first experiment,
we form an overlay from all of the edge nodeslif PTopo and
route all demands among these edge nodes through the ovaiday
then compare the performance with what we achieve when the sa
set of demands is routed through an overlay that includesf #le
network nodes. As shown in Figure 10, the curves of full auerl
coverage almost completely overlap with those of partiakcage,
in terms of both latency and maximum link utilization. Thessults
are likely due to the fact that the Internet backbone isyairéll-
connected and well-provisioned; therefore, even thoughusers
can only forward traffic through edge nodes, they do not logetm
flexibility in controlling their routes.

Effects of random partial coverage: In our second experiment,
we uniformly choose a fraction of network nodes to form arrtaye
and vary the fraction from 20% to 100%. As before, partialrtzaye
coverage yields similar latency compared to full overlayerage.
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Figure 10: Effects of partial coverage ion the performance b
selfish overlay routing. Here edge nodes id.S PT opo belong to
an overlay, and OSPF weights are set according to hop count.
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Figure 11: Effects of partial coverage inl.S PT opo with random
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has full control over how its traffic is routed through the piogal
network. In the context of OSPF, the only way in which OSPF can
affect overlay traffic is by violating DLS, which effectiyeteduces
network resources and may therefore degrade both user stegsy
wide performance. We also show that like source routingrlaye
source routing reduces latency at the expense of higheoretast.
Finally, we observe that the effects due to partial coveeagesmall

in backbone topologies.

8. INTERACTIONS AMONG COMPETING

OVERLAYS

So far we have only considered either a large number of indepe
dent, small users using source routing (Section 6) or aesisgjfish
overlay (Section 7). In practice, it is possible that muéipver-
lays and background traffic will share the same physical odtw
and these different traffic will compete against one anotbethe
shared network resources. We call such interactimniontal in-
teractions

8.1 Whatis the relative competitiveness of two
routing schemes?

We start by looking at the interactions between any two tyges
traffic. The objective of this subsection is to evaluate tfiefid-
liness” of different types of routing schemes. We u3ge/R; to
denote that the routing scheme of the foreground traffig.isand
that of the background iR-. HereR; is either overlay source rout-
ing, overlay optimal routing, or compliant routing. We awale the

On the other hand, as shown in Figure 11, full overlay cov@rag interactions through four sets of experiments.

incurs a slightly higher maximum link utilization than paftcover-
age, because as more nodes and links are included, it becoones
likely that the overlay has popular shortcuts, which getioazled.

7.3 Summary

To summarize, in this section we investigate the effectveflay
routing constraints. We show that if the physical networksua
routing scheme that satisfies direct link shortest (DLS3,aterlay

Effects of network topologies: First, we study how traffic us-
ing different routing schemes compete against each othdiffer-
ent topologies. In this set of experiments, we put the comget
demands at the same nodes, and we set both the foreground and
background traffic to be 50%. In other words, the two typesafi-c
peting traffic have the same amount of traffic and the samefset o
overlay nodes. Figure 12 shows the results. We make two abser
tions. First, the performance difference between compliauting



and the competing overlay routing scheme varies acrossrelift
topologies. For example, the performance difference gelain the
Abovenet and power-law topologies. This is consistent Wity

ure 3 and can again be explained by the better connectivityese
topologies (see Section 6.1 for details). Comparing thalte

Figure 12 with those in Figure 3, we observe that the latefichieo
compliant traffic is not substantially increased, whichidades that
selfish routing does not hurt the performance of compliaating

in this environment. Second, overlay source routing aeseimi-
lar performance compared to overlay optimal routing. Thiggests
that the performance gain of cooperative overlay optimating

over uncooperative overlay source routing is not significan
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Figure 12: Coexistence of two routing schemes:
work topologies.

Effects of network-level routing schemes:Second, we explore

the impact of network-level routing schemes on the horizbimt-
teractions as follows. We set both the foreground and backwgt

traffic in I.SPTopo to be 50%, and we vary how OSPF weights
are set. As shown in Figure 13, the foreground and background

traffic experience similar latency in most cases, exceptmd8PF

weights are set randomly. When OSPF weights are set randomly 150
compliant traffic incurs about twice as much delay as thatef t

competing overlay source routing or overlay optimal rogtihis
indicates that inappropriate OSPF weights can signifigalggrade
the performance of compliant traffic. In comparison, a selfiger-
lay is able to reduce the latency of its traffic, as it looks etter
alternative paths. Interestingly, this also has a postide effect:

it helps to reduce the load on the links used by the competing ¢

pliant traffic, thereby cutting the latency of the latter aifhWhen
the network-level routing scheme is configured reasondifferent
overlay routing schemes can coexist well.
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8.2 Can many overlays coexist well?

Next we study horizontal interactions by varying the numdier
overlays. Each overlay uses overlay optimal routing aneuall
network nodes. Figure 14 shows the resultfSPT opo, when the
number of overlays is changed in the following ways: (i) orere
lay, which includes all the demands; (ii) overlay per souxekere
each overlay includes all demands originated from a soujig;
overlay per source-destination pair, where each overlelydes all
demands between a source and destination pair; (iv) antefinim-
ber of overlays, where each overlay has infinitesimal demae
use the relaxation framework specified in the Appendix to [mate
the traffic equilibria for (i) and (iii). For (iv), we note #i having
an infinite number of overlays with infinitesimal demandsdsie-
alent to having all the infinitesimal demands on a single layer
each of which tries to minimize its own latency. In other warv)
is equivalent to having a single overlay using overlay seunut-
ing. Thus we do not need to use the relaxation framework. From
Figure 14, we observe that there is only a slight differemcaser
latency due to variations in the number of overlays. Redtdis
other topologies confirm this finding, which suggests thatqoe
mance degradation due to competition among overlays iSgwmifs
icant.
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Figure 14: Coexistence of multiple overlays in/.S PT opo.

8.3 Summary

To summarize, with reasonable OSPF weigletg( hop-count),
different routing schemes can share network resourcesmabky
well without hurting each other; with bad OSPF weights, sklfi
overlays improve performance both for themselves and foiptie
ant traffic. Note that these results are consistent withipusvfind-
ings (by Zegureet al. [43]) that selfish routing co-exists well with
non-selfish routing in the context of server selection.

Figure 13: Coexistence of two routing schemes: varying OSPF 9. SELFISH ROUTING VS.

weights in IS PT opo.

Effects of network load and traffic distribution among over-

TRAFFIC ENGINEERING

So far all of our experiments assume that the network-lewatr

lays: We further examine the performance of two competing over-ing is fixed. We find that while selfish routing can achieve elts

lays as we vary the network load, or vary the fraction of fooeqd
traffic. In both cases, we observe consistent results: ketfigting
out-performs compliant routing without hurting the latter

optimal latency, it often increases maximum link utilizetiand net-
work cost. In practice, the network-level routing may bestantly
changing since one principal goal of traffic engineeringisstduce



network cost by adapting the network-level routing in resmto
varying traffic patterns. This motivates us to examine therat-
tions between selfish routing and traffic engineering, wiieherm
vertical interactions More specifically, we ask the following basic
question:Will the system reach a state with both low latency and low
network cost, as selfish routing and traffic engineering daels to
minimize its own cost function by adapting to the other psse
Below we evaluate vertical interactions in the context ofRBS
and MPLS route optimization. As we will see, OSPF route opti-
mization provides little control over selfish traffic and aseault,
the system performance, both in terms of user latency andonlet
cost, is no better than using hop-count-based OSPF routirapn-
trast, MPLS provides fine-grained control and can potdgtiehd
to better performance.

9.1 Specification of vertical interactions

We specify vertical interactions as an iterative proceds/éen
the two players: traffic engineering and selfish overlays.

Traffic engineering adjusts physical routing based on netivaf-
fic patterns, which are usually in the form of a traffic matfi#ore
specifically, letT; denote the estimated traffic matrix for time slot
t, thenTy (s, d) represents the total traffic from soure¢o destina-
tion d during the time slot. Traffic engineering takes; as input,
and computes a routing matri to optimize network performance.
For our study, we assumg is given. In reality,T; can either be ob-
tained through direct measurements [12] or be estimateeidbais
link loads [44].

Selfish routing interferes with traffic engineering by chagghe
traffic matrix. More specifically, after traffic engineerimgstalls
the routing matrixR: to the network, selfish routing will respond
and redistribute traffic through overlay nodes, which |le@ads new
traffic matrixT:41. This process repeats.

Figure 15 specifies the process of vertical interactions. alsle
add a relaxation option in the hope of improving stabilitpwtever,
our results show that it does not yield much performance owgr
ment. Thus, in the interest of brevity, below we only preshet
results of traffic engineering without relaxation.

> Ty is the estimated traffic matrix at tinte
> T} is the real traffic matrix at time.

> Ry is the routing matrix at time.

> Assume)_, oy — 00; ay — 0 ast — oco.

;= Traffic matrix when routing matrix i€; 1
if (relaxation)

Ti=1—a)Ti—1 + T}
else

T, =Tp
R = OptimizedRoutingMatrix(; )
Traffic engineering install&2; to network
Selfish routing redistributes traffic to forffj", ;

Figure 15: One round during vertical interaction.

9.2 Does selfish routing work well with OSPF
optimizer?

We first evaluate vertical interactions when the route aiietr
uses OSPF. In all of our experiments, the traffic engineepirny
cess uses an OSPF optimizer to optimize link weights as ithesicr
in [14], and the starting routing matrix of the interactiazasom-
puted using hop-count-based OSPF. We choose this stadingtp
model a scenario in which selfish routing initially has futintrol
over the routing of its traffic in the physical network (seetim 7),
and then the network decides to start using traffic engingeri

Figure 16 shows the dynamics of vertical interactions ferSprint
topology. The results indicate that the response of OSPficten-
gineering could yield considerably worse performance tbam-
pliant routing using optimized-compliant OSPF weiglits.(traffic
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Figure 16: Vertical interaction with OSPF optimization for the
Sprint topology.

engineering without selfish traffic), and worse than ovedayrce
routing on top of hop-count-based OSRE ( selfish routing with-
out traffic engineering). We observe qualitatively similasults as
we vary network topologies, the fractions of selfish traffind the
sizes of selfish overlays.

These results suggest that the interactions between theepa
rate routing control processes is so ineffective that eadlvidual
control process, when applied alone, can yield better padace
than having such interactions.

Such inefficiency is partly due to the fact that the adaptatire
of selfish traffic creates considerable variability in t@fiemands
and therefore makes it harder to do traffic engineering. A&t
important reason is the limited control of OSPF over selfigbro
lay traffic. Recall in Section 7 we have shown that when alt net
work nodes belong to an overlay, the only way in which OSPF can
affect the selfish overlay traffic is by violating DLS, whicffee-
tively reduces available network resources. As a resuil ladency
and network cost could be worse than those of hop-countbase
OSPF, which gives the overlay full access to all availablevoek
resources.

9.3 Does selfish routing work well with MPLS
optimizer?

The poor interactions between selfish routing and the OSEF op
mizer motivates us to look for alternative solutions. Irsteubsec-
tion, we examine vertical interactions between selfishinguand
the MPLS optimizer, which allows one to implement generaltmu
commodity routing. Given a traffic matrix and a piece-wiseehr,
increasing, convex network cost function, the MPLS opténizan
find the optimal routing matrix? that minimizes the network cost
by solving a linear programming problem [1, Chapter 17]. \&feeh
implemented such an optimizer basedpnsolve [24].

Figure 17 shows the average latency and maximum link utiliza
tion for the Sprint topology. We observe that the routingfqer
mance is noticeably better than that of OSPF. It allows ttstesy
to reach a state in which the network cost is close to that tifra
traffic engineering without selfish routing, and the averagency is
only marginally higher than what selfish routing can achievthe
absence of traffic engineering. This is important becauseér#ific
engineering process can choose to stop at any moment aledogett
a routing matrix that gives a satisfactory result; thattis, traffic en-
gineering process can be considered as a type of Stackejaerg.
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Figure 17: Vertical interaction with MPLS optimization for the
Sprint topology.

We observe similar results on other topologies.

These results indicate that MPLS-based traffic engineerary

interact much more effectively with selfish routing. Thidilely

due to the fact that MPLS has much more fine-grained contrer ov

selfish overlay traffic. Specifically, unlike OSPF, MPLS caljuat

the routing matrixR without having to reduce available network

resources.

Despite the encouraging results, however, we note that trera

number of practical challenges in applying MPLS-baseditrah-

gineering, or traffic engineering in general, in the presasfcselfish
traffic. For example, in our evaluation we assume that we kitn@wv

perfect traffic matrices, which need to be estimated in practhe
adaptive nature of selfish traffic can make it very difficulamzu-
rately estimate traffic matrices. Another challenge is &L S-
based traffic engineering requires solving a very largealingo-

gramming problem. For large networks, the problem may ¢onta

millions of unknowns, which is infeasible to solve usingtsaire

available today. A thorough exploration of these subjextaiiside

the scope of this paper, so we defer it to future work.

9.4 Summary

routing performance. There are a few challenges involvedud-
ing modeling inter-domain topologies, routing policieadaraffic
demands, as well as handling larger topologies. Secondstady
focuses on the performance at traffic equilibria. The dycanoif
selfish routing,i.e,, how equilibria are reached, is an interesting
guestion. In addition, we are interested in better undedstg and
improving the interactions between selfish routing anditragi-
neering. Finally, we plan to study selfish routing with afi&tive
performance metrics, such as loss and throughput.
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APPENDIX

In this Appendix, we give more details about the algorithnesuse
to compute traffic equilibria.

Computing traffic equilibrium for non-overlay traffic: We use
the linear approximation algorithm (a variant of Frank-¥&algo-
rithm) [13] to compute traffic equilibrium. The linear apgimation
algorithm is a gradient algorithm for solving non-lineatiogzation
problems. Specifically, in each iteration we compute sisogaths,
and use them to construct the gradient direction. We thenemo
towards that direction by taking a step size that optimikresobjec-
tive function. The number of iterations is controlled by #tepping

condition from [13]. When the link latency functions sagighe
monotonicity condition, which is the case for our latencydtions,
there is a unique equilibrium.

Computing traffic equilibrium for selfish overlay routing:  Us-
ing the logical networks we described in Section 4, we canpdm
the traffic equilibrium of overlay routing by either a relixa algo-
rithm or a modified linear approximation algorithm.

Specifically, for a logical network that is asymmetrie( there
are two logical links that share the same physical link batisgif-
ferent fractions of traffic through the physical link), wesuacob’s
relaxation algorithm on top of Sheffi’'s diagonalization tred [34]
to determine the traffic equilibrium, since in this case wencsd for-
mulate the equilibrium problem as an optimization probld¥or a
logical network that is symmetrid.€., not asymmetric; an exam-
ple of a symmetric logical network is OSPF routing withoutial
weight splitting), we still can formulate the problem as atimiza-
tion problem by using a line integral to replace the normahisia-
tion of cost on each link. As a result, we still can use thedime
approximation algorithm. Figure 18 specifies the structfreur
algorithm. Note that for overlay networks, the traffic eduium
may not be unique [21, 4, 7] and our algorithm identifies onig o
equilibrium.

> Assumel. (z) is increasing and convex for any edge
> Assumezl. (z) is convex for any edge.

> If the overlay is latency optimalf = >_ _ zle(x);

> otherwise,f = § l.(z);

set other overlay’s traffic as background traffic
repeat
assume the current traffic vector on each edgs is
determine link latency according 6
use Dijkstra’s algorithm to find all-or-nothing
traffic assignmeny;
use line search to find optimalso that
flxe + Ayt — x¢)) is minimal.
until (best lower bound gag: threshold)

Figure 18: The linear approximation algorithm to compute the
best response of source routing or overlay routing, when theet-
work is symmetric, assuming the other overlay’s traffic is ba&k-
ground.

Computing traffic equilibrium for multiple overlays: Guar-
anteeing convergence poses a major challenge in computfg t
fic equilibrium when there are multiple overlays. To this eng
use the relaxation framework proposed in [23, 41] to ensore ¢
vergence to one equilibrium. Figure 19 shows the algoritfiine
basic structure of the algorithm is that in each round, eaah-o
lay computes its best response by considering the otheffictas
background traffic. Then the best response and the previates s
are merged using the relaxation factor.

> IV is the number of overlays.

> x¢(2) is a vector of overlay's traffic at round:.
> y¢(¢) is the best response of overlagt roundt.
> Assume}_, oz — 00; ag — 0 ast — co.

repeat
assume the traffic stateds (¢) of overlay:
for each:
computes its best respongg(7),
assuming other overlays as background.
for each overlay
Setxt+1(’i) — (1 — at)xt(i) + Octyt(i).
until (change between round threshold)

Figure 19: The relaxation framework to compute the traffic
Vequilibrium of N overlays.



