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ABSTRACT tecedents and consequents are evaluated based on sufficient simi-
Variation and noise in database entries can prevent data mining al- 2"t dto g?tt)abasfe ent(;le”s. S'm'largy of tc(e;_(t c(i:_an be measured us\llr\;g
gorithms, such as association rule mining, from discovering impor- stan a:_ ?g o Wgr Z)metrlcsl[ ]_Or: ef't' dl_stance measures. We
tant regularities. In particular, textual fields can exhibit variation 9€neralize the standardbRioRialgorithm for discovering associa-
due to typographical errors, mispellings, abbreviations, etc.. By tion r_ules [1] to al'low for soft matching ba_sed on a given similarity
allowing partial or “soft matching” of items based on a similarity metric for each fleld._ We present experl_mental resul_ts_, on several
metric such as edit-distance or cosine similarity, additional impor- datasets demonstrating thab&/APRIORIdiscovers additional re-

tant patterns can be detected. This paper introduces an algorithm,'at'onSh'ps that more accurately reflect regularities in the data.

SoFTAPRIORIthat discovers soft-matching association rules given 2 BACKGROUND AND RELATED WORKS

a user-supplied similarity metric for each field. Experimental re- . . . . .
bp v P The problem of mining association rule is to discover all associ-

sults on several “noisy” datasets extracted from text demonstrate ation rules that have support and confidence areater than the user-
that SOFTAPRIORIdiscovers additional relationships that more ac- o o PP O A
specified minimum support and minimum confidence. One of the

curately reflect regularities in the data. . - . g .

popular algorithms for discovering association rules BRAORI
Categories and Subject Descriptors [1] where the closure property of itemset support was introduced.

Association rule mining has been applied directly to textual data;
however, the heterogeneity of items in textual databases has often
been overlooked. Compared to data cleaning methods that impose a
single normalization on the data items, mining soft-matching rules
dynamically clusters data items into different groups depending on
the association under consideration.

3. MINING SOFT ASSOCIATION RULES

Keywords In this section, we introduce the problem of minisgftassocia-

Text Mining, Association Rules, Textual Databases, Noisy Databaseton rules from databases and investigate how to utilize an existing
association rule mining algorithm to incorporate similarity in dis-

1. INTRODUCTION covering associations.

Textual entries in many database fields exhibit minor variations 3.1 ~ Soft Association Rules
that can prevent mining algorithms from discovering importantreg- e define soft relations as follows, assuming that a function,
ularities. Variations can arise from typographical errors, misspellingSyimilarity(z,y), is given for measuring the similarity between

abbreviations, as well as other sources. Variations are particularly two itemsz andy. The range of the similarity function is the set of
pronounced in data that is automatically extracted from unstruc- regl numbers between 0 to 1 inclusive.

tured or semi-structured documents or web pages. One approach to
this problem is to standardize the name of each entity using eithera DEFINITION1 (IS-SIMILAR-TO). An itemz is similar to an
manual “data cleaning” process or an automated “de-duping” pro- ittmy (z ~ y) iff similarity(z,y) > T, whereT is a prede-
cedure. In that case, however, discovered associations are not abléined threshold between 0 and 1. We also define a binary function
to capture all similarities between different items. similar(z,y) which is 1 ifz ~ y and 0 otherwise.

In this paper, we explore the alternative of directly mining “dirty”
data by discovering “soft matching” association rules whose an-

H.2.4 [Database Managemerjt Systems—F¥extual Databased$1.2.8
[Database Managemerjt Database Applications-Bata Mining
1.2.7 [Natural Language Processing Text Analysis

General Terms
Algorithms, Performance, Experimentation

DEFINITION 2 (1S-A-SOFTELEMENT-OF). Anitemz is a soft-
element of an itemsdt(z €.¢: I) iff there exists a’ € I such
thatz' ~ z.

DEFINITION 3 (1IS-A-SOFT-SUBSEFOF, SET-SIMILAR). Anitem-
Permission to make digital or hard copies of all or part of this work for set[ is a soft-subset of an itemsét(I Csort J) iff for every item
persongl or CC;_aSS_LOOH’ldL;SG is gf;_ranted without Ifeedprovided thgt rcl:opies arein I there is a distinct similar item id. Two setd andJ are sim-
not made or distributed for profit or commercial advantage and that copies . : :
bear this notice and the full citation on the first page. To copy otherwise, to ilar, denoted byl ~ J, iff I Ceop: J @ndJ Coofe 1. I'is @ proper
republish, to post on servers or to redistribute to lists, requires prior specific SOft-subset of iff I C.,¢¢ J holds butl ~ J is not true.
permission and/or a fee. The following i f | stat t of th bl f mini
CIKM'02, November 4-9, 2002, McLean, Virginia, USA. e foliowing IS a tormal statement of the probiem of mining

Copyright 2002 ACM 1-58113-492-4/02/0011$5.00. soft association rules: Ldt = {i1, i, ..., tm } be a set of literals,



'gﬁt DLiS t_hehse:c of rec°£d§' algorithm. In a manner similar to the initial construction of fre-
utput Ly, IS the frequenk-itemsets. guent items, itemsets are grown by computing the soft-support of

FunctionSoftApriori (D) . . . !
L. = FindFrequentitemset®). candidates and discarding those with low soft-support.

k=2 The extra complexity of constructing a similarity matrixd¢m?)
while (Ly_1 # 0) do wherem is the total number of items since we need to compute the
Cy, := GenerateCandidates{_ ) similarity of every pair of items. However, by treating every pair of
forall recordsr € D do items in different fields as non-similar, we can lower the number of
forall ¢ € Cj, do similarity computations t§__, m? whereas\ is the number of
if ¢ Cooper fields andmy, is the number of items in field
then c.count := c.count + 1 k :
Ly, = All candidates inCy, with minimum softsups 3.3 Implementation I. String Edit-Distance

k:=k+1

Return {Jj, L. We implemented SFTAPRIORIby modifying a publicly avail-

able version of RRIORI[2]. We definedsimilarity(z,y) based

on normalized edit-distance to measure similarity of string-valued
Figure 1: The SoFTAPRIORIalgorithm items. Given a particular edit-distance function, we can reduce the
time complexity of determining similar items. Since edit distance
counts the number of operations needed to change one string to

called items. LeD be a set of records, where each recAri$ a set another, two strings cannot be similar if their lengths are too dif-
of items such thak C I. A soft association rule is an implication  ferent. We can reduce the number of comparisons between items
of the foomX = Y, whereX C I,Y C I and no item inX is even further by using an n-gram index. For any given stsingne

a soft-element ot". The problem of mining soft association rules  can retrieve a list of strings worth comparing by determining the
is to find all soft association rulesY = Y, such that thesoft- minimum number of n-grams af that must be shared with any

supportand thesoft-confidencef X = Y are greater than the  similar stringy. In our implementation, we used a trigram index to
user-defined minimum values. Formal definition for soft-supportis efficiently retrieve a list of candidate similar strings for each string.

straightforward generalization of the traditional one as given below. 3.4 Implementation II: Vector Space Model

DEFINITION 4  (SOFFSUPPORY. The soft-support of an item- In this implementation, we adopted the “bag-of-words” model
setX in a set of records (databas®@), denoted aso ftsup(X), is for representing each item and measured the similarity between
the number of recordsk € D, such thatX Csof: R. The soft- items by the cosine similarity from information retrieval [4]. In the
supportof aruleX = Y in a databaseéD, denoted aso ftsup(X = current version of our system, users can plug any similarity metric
Y), is the number of recordR € D such thatX UY Cgos: R. into each field out of the four options: edit-distance, cosine simi-

larity, absolute difference for numeric values, and absolute differ-
3.2 The SoftApriori Algorithm ence converted the dates. In terms of computational performance,

the major bottleneck is the worst-case quadratic time complexity of
measuring the similarity of many pairs of items. Fortunately, there
are well-known indexing methods that allow efficient identification
of items that are close in cosine similarity [4]. In our implementa-
tion, we used an inverted index to retrieve similar items efficiently.

To discover frequent itemsets for soft association rules, we gen-
eralize the existing itemset mining algorithm presented in [1] in a
straightforward way. Since the notion of equality in the traditional
definition of an association rule is replaced by similarity, we need
to compute the soft-support of each item and itemset by Defini-

tion 4. In this approach, frequent itemsets under the definition of 4, EXPERIMENTAL EVALUATION

soft-support (Definition 4) are treated as normal items and the stan- |, this section, we evaluateoB TA PRIORI0N three “dirty” databases

dard APrIORIalgorithm can be used with minor modifications. extracted from text and compare prediction accuracies (measured
Figure 1 gives pseudocode for the&rAPRrIORIalgorithm. No- on independent test data) of soft association rules and hard associ-
tations such a&y (set of frequenk-itemsets) and’y. (set of can- ation rules mined from the same training data.

didatek-itemsets) are from [1]. The first step of the algorithm de-
termines the frequent 1-itemsets. We assume the minimum soft-4-1 Datasets and Sample Rules
support valuemminsup, is provided by the user. The set of frequent For the first dataset, 600 computer-science job postings to the

1-itemsetdl; in SOFTAPRIORIis defined as follows: newsgroupaustin.jobs were collected to construct a textual
) database of job requirements. A second dataset was built from 300
L1 = {{z} |z € I A softsupr(z) > minsup} computer-science resumes from the newsgimige.job.resumes

Finally, 3,000 science fiction (SF) book descriptions are automati-
cally extracted from thédmazon.com online bookstore. The job
postings dataset has 1,362 total items while the resume has 4,283
items and the book has 17,341 items. Examples of interesting soft
association rules mined are shown in Figure 2. With the same val-
softsupr({z}) = 3, similar(z,y) x support(y) ues of confidence and supporpSrA PRIORIdiscovers more gen-

eral rules including frequent clusters of similar items that would be
o . A . overlooked by the traditional algorithm because of the low support
similarity of every pair of items and construct am x m matrix values for individual items. By combining Implementation | and II,

similar (i, j), wherem is the total number of items in the database. \yq are able to specify string edit-distance as the similarity metric
To determine frequent 1-itemsets, the soft-supports of all items are,. ohorter strings and cosine similarity for longer fields.

computed. Intuitively, we construct a cluster of items containing .

the items similar to each given “central” item, and sum the sup- 4.2 Expe”mental MethOdC’IOgy

port of all items in the cluster. After constructing a set of frequent ~ We measured the ability of both hard and soft association rules
items, they are treated the same as items in the origirai&RI mined from the same training data with the same minimum con-

By Definition 4, the soft-support of each item is calculated by sum-
ming the number of occurrences of all similar items. Formally, the
soft support of a 1-itemsdtc} wherez is an element of the set of
all itemsI (z € I) is computed as follows:

While counting the occurrences of all items, we measure the
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Figure 2: Sample soft association rulesq = 0.7)

Number of Records (Training Data)

[ Domain| Rule ][ Precision] Recall| F-Measure]
Job Soft 89.44 8.68 15.82

Figure 3: Running time for similarity computations (Imple-

Hard 86.92 8.55 15.57 mentation I)

Resume| Soft 89.45 3.13 6.06

Books |_S|{Zl>rf(t-jI ggzl? 11(595;25 1397(?6 and “String Length + Trigram Index” additionally employs the tri-
Hard 66.67 0.32 0.63 gram index to retrieve strings with shared trigrams. Similar results

from Implementation Il with the cosine similarity as the similarity
Table 1: Test accuracies of soft vs. hard association rules (%)  Mmetric are presented in [3].

5. CONCLUSION AND FUTURE WORK

Data mining methods generally require terms in discovered rules
fidence and support parameters to make accurate predictions ono exactly match database entries. Normal variation in data items
the same disjoint set of test data. To determine the accuracy ofcan therefore prevent the discovery of important and interesting
a set of association rules, we measured precision and recall withrelationships. We presented an algorithm which discovers “soft
respect to predicting the presence of items in a record from other matching” rules that are evaluated using a specified similarity met-
items in that record. A prediction is judged to be correct iff there ric. Experimental results in several domains illustrate that soft-
is an item in the record that is at least similar to the predicted matching allows discovery of additional interesting rules that more
item (i.e. similarity(z,y) > T). Antecedents of hard rules are  accurately capture certain relationships. Allowing the discovery of
matched using the appropriate hard matching criteria and soft rulessoft-matching rules can eliminate the need for certain types of te-
are matched using the appropriate soft-matching criteria; however, dious data cleaning prior to knowledge discovery.
predictions are always judged “softly” in order not to give soft  The limitation of the current definitions for soft-support and soft-
rules an unfair advantage. Detailed pseudocode for the evaluationconfidence is that they do not reflect the differeriginal support
method is presented in [3]. values of individual items nor different degrees of similarities be-
4.3 Results and Discussion tween items. One possible solution to this problem is to redefine the

. . imilarity matrix imilarity(i, 7) in f the binary val
The experimental results obtained for the four textual databasess arity matrix assimilarity(i, j) instead of the binary value,

. ) . . . similar(z, j). Since the similarity of two textual items can vary
W.'th the Implementz_atlt_)n | are summarlzed in Table 1. This tz_abl_e dependi&g c)m the specific domain, automatic learning or dynamic
gives average prediction accuracies for hard and soft assomatlonsetting of threshold values should also be explored
rules using a minimum support and confidence of 10% and 70% '
respectively for USENET postings and 2% and 70% for book de- Acknowledgements
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