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Abstract

We present the problem of learning to understand nat-
ural language from examples of utterances paired only
with their relevant real-world context as an important
challenge problem for AI. Machine learning has been
adopted as the most effective way of developing natural-
language processing systems; however, currently, com-
plex annotated corpora are required for training. By
learning language from perceptual context, the need for
laborious annotation is removed and the system’s result-
ing understanding is grounded in its perceptual experi-
ence.

Introduction

Understanding and communicating in natural language is
one of the defining problems of AI, as indicated by the obser-
vation that it is the core task underlying Turing’s famous test.
Over the past ten to fifteen years, there has been a revolution
in the way natural-language processing (NLP) systems are
developed. In early NLP systems, the phonetic, syntactic,
semantic, and pragmatic knowledge required for language
understanding was developed manually by computational
linguists. However, assembling and encoding such knowl-
edge was found to be arduous and error-prone. These days,
almost all effective NLP systems rely extensively on the use
of machine learning techniques to automatically acquire the
knowledge they require from linguistic training data. Due to
the increased robustness and coverage engendered by learn-
ing approaches, the so-called “empirical,” “statistical,” or
“corpus-based” approach has almost completely supplanted
manual knowledge engineering in NLP.

However, current learning methods for NLP require an-
notating large text corpora with supervisory information
such as part-of-speech tags, syntactic parse trees, seman-
tic role labels, word senses, etc.. Building corpora such as
the Penn tree bank (Marcus, Santorini, & Marcinkiewicz
1993) is an expensive, arduous task. As one moves to-
wards deeper semantic analysis, the annotation task be-
comes increasingly more difficult and complex. Our prior
and on-going research has developed techniques for learning
semantic parsers that map natural-language sentences into

Copyright c© 2006, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

a formal meaning representation such as first-order pred-
icate logic (Zelle & Mooney 1996; Ge & Mooney 2005;
Wong & Mooney 2006; Kate & Mooney 2006). However,
in order to make the annotation and learning task tractable,
we have restricted our work to specific applications, such as
answering natural-language queries to a specific database, or
interpreting Robocup soccer coaching instructions.

Ideally, an AI system would be able to learn language
like a human child, by being exposed to utterances in a rich
perceptual context. By inferring the meaning of a sentence
from the context in which it was uttered, a sentence-meaning
pair could be automatically constructed. Methods for induc-
ing semantic parsers from sentences annotated with meaning
representations could then be applied to the resulting data.
Although in general it is not possible to infer a unique mean-
ing for a sentence from context, in the vast majority of cases,
the context greatly restricts its range of possible meanings.

I believe the time is ripe to make a serious attempt at
tackling the problem of learning language from natural con-
text. The individual fields of computational linguistics, ma-
chine learning, knowledge representation, computer vision,
and robotics have reached a level of maturity that I believe
a serious attempt at attacking this problem is now viable.
However, pursuing such an agenda does require collabora-
tion between these currently very distinct and separated ar-
eas of AI. Consequently, this challenge problem is a perfect
venue for attempting to re-integrate these and other areas of
AI that, unfortunately, have grown further and further apart.

Relevant Existing Research

The general problem of symbol grounding, how the mean-
ing of abstract symbols is grounded in an agent’s perceptual
environment and experience, has been argued to be a critical
issue in developing truly intelligent artificial systems (Har-
nad 2004). Clearly, a deep understanding of most natural
language requires capturing the connection between the ab-
stract concepts underlying words and phrases and their em-
bodiment in the physical world. Even most abstract concepts
are based on metaphorical references to more concrete phys-
ical concepts (Lakoff & Johnson 1980).

There has been some recent work on inferring a grounded
meaning of individual words or short referring expressions
from visual perceptual context (Roy 2002; Bailey et al.
1997; Barnard et al. 2003; Yu & Ballard 2004). However,



the syntactic complexity of the natural language used in this
work is very restrictive, many of the systems use existing
knowledge of the language, and most of them use static im-
ages to learn language describing objects and cannot use dy-
namic video to learn language describing actions. None of
this existing work makes use of modern statistical-NLP pars-
ing techniques or learns to build detailed symbolic meaning
representations of complete, complex sentences.

The Way Forward
I believe there are a number of productive avenues for mak-
ing progress on addressing the proposed challenge problem.
Pursuing the problem from multiple directions, addressing
the important issues in each of the areas of NLP, machine
learning, computer vision, and robotics will be critical, with
the eventual goal of integrating the insights and techniques
learned from research in these different areas. Below, I
briefly describe some of my own plans for tackling the prob-
lem from the perspective of semantic-parser acquisition, by
learning to map sentences into formal meaning representa-
tions by training on examples of language paired with ab-
stracted, symbolic descriptions of its perceptual context.

Part of the difficulty of doing research in learning lan-
guage from perceptual context is that it requires knowledge
and skills in both NLP and computer vision, and possibly
also speech recognition and robotics. The complexity of
building a complete system is beyond the expertise of any
individual or small group. Since the researchers who have
done existing work in the area are not NLP experts, the com-
plexity of the language involved has been quite modest. In
order to make progress on the problem from an NLP per-
spective, I believe it will be productive to study the problem
in simulated environments that retain many of the impor-
tant properties of a dynamic world with multiple agents and
actions while temporarily avoiding many of the complexi-
ties of vision processing. Specifically, I have made initial
plans to use the Robocup simulator (Chen et al. 2003) which
provides a fairly detailed physical simulation for robot soc-
cer. Several groups have constructed Robocup “commen-
tator” systems (André et al. 2000) that provide a natural-
language transcript of the simulated game, such as that pro-
duced by a sports announcer. The goal of our initial project
is to construct a system that learns to semantically interpret
language in this domain by observing such an on-going lan-
guage description of the activity on the field paired with the
corresponding dynamic simulator state. By exploiting ex-
isting techniques for abstracting a symbolic description of
the activity on the field from the detailed state of the phys-
ical simulator (André et al. 2000), we can obtain a pairing
of natural language with a detailed symbolic description of
the perceptual context in which it was uttered. This will al-
low for in-depth, controlled study of interesting problems
in learning language from dynamic perceptual context while
avoiding the limitations and complexity of existing vision
and robotic systems. Language learning in the context of
simulated interactive video-game environments (Fleischman
& Roy 2005) provides similar advantages.

In addition to the approaches taken in the existing re-
search referenced above, other promising initial approaches

might include learning from the simple language and cor-
responding pictures in children’s books, learning individ-
ual word meanings from symbolic descriptions of context
(Siskind 1996), and learning to abstract symbolic descrip-
tions of objects and actions from video input (Fern, Givan,
& Siskind 2002).
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