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Abstract

We present a novel application of WordNet to es-
timating the interestingness of rules discovered by
data-mining methods. We estimate the novelty of
text-mined rules using semantic distance measures
based on WordNet. In our experiments, we found
that the the automatic scoring of rules based on our
novelty measure correlates with human judgments
about as well as human judgments correlate with
each other.

1 Introduction

We present a novel application of WordNet to mea-
suring the \interestingness" of rules discovered by
data-mining methods. A data-mining system may
discover a large body of rules; however, relatively
few of these may convey useful new knowledge to the
user. Several metrics for evaluating the interesting-
ness of mined rules have been proposed. These met-
rics can be used to �lter out a large percentage of the
automatically extracted less interesting rules, thus
yielding a more manageable number of higher qual-
ity rules to be presented to the user. However, most
of these metrics measure simplicity (e.g. rule size),
certainty (e.g. con�dence), or utility (e.g. support).
An important but less explored aspect of interest-
ingness is novelty: Does the rule represent an asso-
ciation that is currently unknown. For example, the
DiscoTEX text-mining system (Nahm and Mooney,
2000), while discovering rules from computer-science
job announcements posted to a local newsgroup, in-
duces rules like: \SQL ! database". A knowledge-
able computer scientist may �nd this rule uninter-
esting because it conveys a known association. Eval-
uating the novelty of a rule requires comparing it to
an existing body of knowledge the user is assumed
to already possess.
For text mining (Feldman, 1999; Mladeni�c, 2000),

in which rules consist of words in natural language,
a relevant body of common knowledge is basic lex-
ical semantics, i.e. the meanings of words and the
semantic relationships between them. Consequently,
we present and evaluate a method for measuring the
novelty of text-mined rules using WordNet. We de-

�ne a measure of the semantic distance, d(wi; wj),
between two words based on the length of the short-
est path connecting wi and wj in WordNet. The
novelty of a rule is then de�ned as the average value
of d(wi; wj) across all pairs of words (wi; wj), where
wi is in the antecedent and wj is in the consequent.
Intuitively, the semantic dissimilarity of the terms
in a rule's antecedent and in its consequent is an in-
dication of the rule's novelty. For example, \beer!
diapers" would be considered more novel than \beer
! pretzels" since beer and pretzels are both food
products and therefore closer in WordNet.
We present an experimental evaluation of this nov-

elty metric by applying it to rules mined from book
descriptions extracted from Amazon.com. Since
novelty is fundamentally subjective, we compared
the metric to human judgments. We asked multiple
human subjects to score random selections of mined
rules and compared the results to those obtained by
applying our metric to the same rules. We found
that the average correlation between the scoring of
our algorithm and that of the human users, using
both raw score correlation (Pearson's metric) and
rank correlation (Spearman's metric), was compa-
rable to the average score correlation between the
human users. This suggests that the algorithm has
a rule scoring judgment similar to that of human
users.

2 Background

2.1 Text Mining

Traditional data mining algorithms are generally ap-
plied on structured databases, but text mining algo-
rithms try to discover knowledge from unstructured
textual data. Text mining is a relatively new re-
search area at the intersection of natural language
processing, machine learning and information re-
trieval. Various new useful techniques are being
developed by researchers for discovering knowledge
from large text corpora, by appropriately integrat-
ing methods from these di�erent disciplines. Disco-
TEX (Nahm and Mooney, 2000) is one such system,
that discovers prediction rules from natural language
corpora using a combination of principles of informa-



<title> daring, love

<synopses> woman

<subject> romance, historical, fiction

->

<comments> story, read, wonderful

Figure 1: Sample DiscoTEX rule, mined from Ama-
zon.com book descriptions of \romance" category

tion extraction and data mining.

For our experiments, we have used rules mined
by DiscoTEX from book descriptions extracted from
Amazon.com, in the \science", \romance" and \lit-
erature" categories. DiscoTEX �rst extracts a struc-
tured template from the Amazon book description
pages. It constructs a template for each book de-
scription, with pre-de�ned slots (e.g. title, author,
subject, etc.) that are �lled with words extracted
from the text. DiscoTEX then uses a rule mining
technique to extract prediction rules from this tem-
plate database. An example extracted rule is shown
in Figure 1, where the <comments> slot is predicted
from the other slots. For our purpose, we only use
the �ller words in the slot, ignoring the slotnames |
in our algorithm, the rule in Figure 1 would be used
in the form \daring love woman romance historical
�ction ! story read wonderful".

2.2 Semantic Similarity of Words

Several measures of semantic similarity based on dis-
tance between words in WordNet have been used by
di�erent researchers. Leacock and Chodorow (1998)
have used the negative logarithm of the normalized
shortest path length as a measure of similarity be-
tween two words, where the path length is measured
as the number of nodes in the path between the
two words and the normalizing factor is the max-
imum depth of the taxonomy. In this metric, the
greater the semantic distance between two words in
the WordNet hierarchy, the less is their semantic
similarity. Resnick (1992) observed that two words
deep in the WordNet are more closely related than
two words higher up in the tree, both pairs having
the same path length (number of nodes) between
them. Sussna (1993) took this into account in his
semantic distance measure that uses depth-relative
scaling. Hirst et al. (1998) classi�ed the relations of
WordNet into the three broad directional categories
and used a distance measure where they took into ac-
count not only the path length but also the number
of direction changes in the semantic relations along
the path. Resnick (1995) has used an information-
based measure instead of path length to measure
the similarity, where the similarity of two words is
estimated from the information content of the least
probable class to which both words belong.

3 Scoring the Novelty of Rules

3.1 Semantic Distance Measure

We have de�ned the semantic distance between two
words wi and wj as:

d(wi; wj) = Dist(P (wi; wj)) +K �Dir(P (wi; wj))

where P (wi; wj) is a path between wi and wj ,
Dist(p) is the distance along path p according to
our weighting scheme, Dir(p) is the number of di-
rection changes of relations along path p, and K is
a suitably chosen constant.
The second component of the formula is derived

from the de�nition of Hirst et al. (1998), where the
relations of WordNet are divided into three direc-
tion classes | \up", \down" and \horizontal", de-
pending on how the two words in the relation are
lexically related. Table 1 summarizes the direction
information for the relation types we use. The more
direction changes in the path from one word to an-
other, the greater the semantic distance between the
words, since changes of direction along the path re-

ect large changes in semantic context.
The path distance component of the above for-

mula is based on the semantic distance de�nition of
Sussna (1993). It is de�ned as the shortest weighted
path between wi and wj , where every edge in the
path is weighted according to the weight of the
WordNet relation corresponding to that edge, and is
normalized by the depth in the WordNet tree where
the edge occurs. We have used 15 di�erent relations
between words in WordNet in our framework, and
we have assigned di�erent weights to di�erent link
types, e.g. hypernym represents a larger semantic
change than synonym, so hypernym has a higher
weight than synonym. The weight chosen for the
di�erent relations are given in Table 1.
One point to note here is that Sussna's de�nition

of semantic distance calculated the weight of an edge
between two nouns wi and wj as the average of the
two relations wi !r wj and wj !r0 wi correspond-
ing to the edge, relation r0 being the inverse of re-
lation r. This made the semantic distance between
two words a symmetric measure. He had considered
the noun hierarchy, where every relation between
nouns has an inverse relation. But in our frame-
work, where we have considered all the four types of
words in WordNet (nouns, adverbs, adjectives and
verbs) and 15 di�erent relation types between these
words, all of these relations do not have inverses, e.g.
the entailment relation has no direct inverse. So, we
have used only the weight of the relation wi !r wj

as a measure of the weight of the edge between wi

and wj . This gives a directionality to our semantic
measure, which is also conceptually compatible with
the fact that wi is a word in the antecedent of the
rule and wj is a word in the consequent of the rule.



Relation Direction Weight

Synonym, Attribute, HOR 0.5
Pertainym, Similar
Antonym HOR 2.5
Hypernym, (MemberjPartj UP 1.5
Substance) Meronym
Hyponym, (MemberjPartj DOWN 1.5
Substance) Holonym,
Cause, Entailment

Table 1: Direction and weight information for the
15 WordNet relations used

For each rule in a rule �le
Let A = set of antecedent words,

C = set of consequent words
For each word wi 2 A and wj 2 C

If wi and wj are not a valid words in WordNet
Score (wi; wj) PathViaRoot(davg; davg)

Elseif wj is not a valid word in WordNet
Score (wi; wj) PathViaRoot(wi; davg)

Elseif wi is not a valid word in WordNet
Score (wi; wj) PathViaRoot(davg; wj)

Elseif path not found between wi and wj (in
user-speci�ed time-limit)
Score (wi; wj) PathViaRoot(wi; wj)

Else
Score (wi; wj) d(wi; wj)

Score of rule = Average of all (wi; wj) scores
Sort scored rules in descending order

Figure 2: Rule Scoring Algorithm

3.2 Rule Scoring Algorithm

The scoring algorithm of rules according to novelty
is outlined in Figure 2.
The noun hierarchy of the WordNet is discon-

nected | there are 11 trees with distinct root nodes.
The verb hierarchy is also disconnected, with 15 dis-
tinct root nodes. For our purpose, following the
method of Leacock and Chodorow (1998), we have
connected the 11 root nodes of the noun hierarchy
to a single root node Rnoun so that a path can al-
ways be found between two nouns. Similarly, we
have connected the verb root nodes by a single root
node Rverb. Rnoun and Rverb are further connected
to a top-level root node, Rtop. This connects all the
verbs and nouns in the WordNet database. Adjec-
tives and adverbs are not hierarchically arranged in
WordNet, but they are related to their correspond-
ing nouns. In this composite hierarchy derived from
the WordNet hierarchy, we �nd the weighted short-
est path between two words by performing a branch
and bound search.
After introducingRnoun, Rverb andRtop, all words

in the WordNet are connected to each other. So, in

this composite word hierarchy, any two words are
connected by a path. However, we have used 15
di�erent WordNet relations while searching for the
path between two words | this creates a combi-
natorial explosion while performing the branch and
bound search on the composite hierarchy. So, for
eÆcient implementation, we have a user-speci�ed
time-limit within which we try to �nd the shortest
path between the words wi and wj . If the shortest
path cannot be found within the time-limit, the al-
gorithm �nds a default path between wi and wj by
going up the hierarchy from both wi and wj , using
hypernym links, till a common root node is reached.
The function PathViaRoot in Figure 2 computes

the distance of the default path. For nouns and
verbs, the PathViaRoot function calculates the dis-
tance of the path between the two words as the sum
of the path distances of each word to its root. If the
Rnoun or the Rverb node are a part of this path, it
adds a penalty term POSRootPenalty = 3.0 to the
path distance. If the Rtop node is a part of this path,
it adds a larger penalty TopRootPenalty = 4.0 to the
path distance. These penalty terms re
ect the large
semantic jumps in paths which go through the root
nodes Rnoun, Rverb and Rtop.
If one of the words is an adjective or an adverb,

and the shortest path method does not terminate
within the speci�ed time-limit, then the algorithm
�nds the path from the adjective or adverb to the
nearest noun, through relations like \pertainym",
\attribute", etc. It then �nds the default path up
the noun hierarchy, and the PathViaRoot function
incorporates the distance of the path from the ad-
jective or adverb to the noun form into the path
distance measurement.
Some of the words extracted from the rules are not

valid words in WordNet e.g. abbreviations, names
like Philip, domain speci�c terms like booknews, etc.
We assigned such words the average depth of a word
(davg in Figure 2) in the WordNet hierarchy, which
was estimated by sampling techniques to be about 6,
and then estimated its path distance to the root of
the combined hierarchy by using the PathViaRoot
function.

4 Experimental Results

We performed experiments to compare the novelty
judgment of human users to the automatic ratings
of our algorithm. The objective here is that if the
automatic ratings correlate with human judgments
about as well as human judgments correlate with
each other, then the novelty metric can be consid-
ered successful.

4.1 Methodology

For the purpose of our experiments, we took rules
generated by DiscoTEX from 9000 Amazon.com



High score (9.5):

romance love heart -> midnight

Medium score (5.8):

author romance -> characters love

Low score(1.9):

astronomy science -> space

Figure 3: Examples of rules scored by our novelty
measure

book descriptions: 2000 in the \literature" category,
3000 in the \science" category and 4000 in the \ro-
mance" category. From the total set of rules, we
selected a subset of rules that had less than a total
of 10 words in the antecedent and consequent of the
rule | this was done so that the rules were not too
large for human users to rank. For the Amazon.com
book description domain, we also created a stoplist
of commonly occurring words, e.g. book, table, in-
dex, content, etc., and removed them from the rules.
There were 1258 rules in the �nal pruned rule-set.
We sampled this pruned rule-set to create 4 sets

of random rules, each containing 25 rules. Human
users were asked to rank these rules with scores, in
the range of 0.0 (least interesting) to 10.0 (most in-
teresting), according to their judgment. The 48 sub-
jects were randomly divided into 4 groups and each
group scored one of the rule-sets.
One of the rule-sets was used as a training set, to

tune the parameters of the algorithm. The 3 other
rule-sets were used as test sets for our experiment.
For each of the rule-sets, two types of average corre-
lation were calculated. The �rst average correlation
was measured between the human subjects, to �nd
the correlation in the judgment of novelty between
human users. The second average correlation mea-
sure was measured between the algorithm and the
users in each group, to �nd the correlation between
the novelty scoring of the algorithm and that of the
human subjects. We used both Pearson's raw score
correlation metric and Spearman's rank correlation
metric to compute the correlation measures. Table 2
shows results using the rankings of all the subjects.
We also ran correlation test after removing obvious
outliers (i.e. subjects who were negatively correlated
to the majority of the other subjects) from the data.
Table 3 shows results after removing one outlier from
Group1, one from Group2 and two from Group3.

4.2 Results and Discussion

Some of the rules scorings generated by our algo-
rithm are shown in Figure 3.
The correlation between the human subjects and

the algorithm was low for the �rst rule-set. For the

Human - Human Algorithm - Human
Correlation Correlation

Raw Rank Raw Rank
Group1 0.284 0.269 0.158 0.113
Group2 0.299 0.282 0.357 0.330
Group3 0.217 0.223 0.303 0.297

Table 2: Results with all subjects

Human - Human Algorithm - Human
Correlation Correlation

Raw Rank Raw Rank
Group1 0.350 0.338 0.187 0.137
Group2 0.412 0.393 0.386 0.363
Group3 0.337 0.339 0.339 0.338

Table 3: Results after removing outliers

second and the third rule sets, the algorithm-human
correlations are comparable to the human-human
correlations. From the results, considering both the
raw and the rank correlation measures, we see that
the correlation between the human subjects and the
algorithm is on the average comparable to that be-
tween the human subjects. From Tables 2 and 3, we
can see that removing the obvious outliers improves
the correlation values. However, the correlation val-
ues among the human subjects and between the hu-
man subjects and the algorithm are both not very
high, even after outlier removal. This is because for
some rules, the human subjects di�ered a lot in their
novelty assessment. This is also due to the fact that
these are initial experiments, and we are working on
improving the methodology. In later experiments,
we intend to apply our method to domains where
we can expect human users to agree more in their
novelty judgment of rules.

However, it is important to note that it is very
unlikely that these correlations are due to random
chance | except the algorithm-human correlation
values for Group1, the correlation values consider-
ing all subjects are above the minimum signi�cant
r at the p < 0:1 level of signi�cance, while the cor-
relation values after removing the outliers are above
the minimum signi�cant r at the p < 0:05 level of
signi�cance, by the t-test.

On closer analysis of the results of Group1, we
noticed that this rule-set contained many rules in-
volving person names. Our algorithm currently uses
only semantic information from WordNet, so it's
scoring on these rules di�ered from that of human
subjects. For example, one rule many users scored
as uninteresting was \ieee society! science mathe-
matics", but since WordNet does not have an entry
for \ieee", our algorithm gave the overall rule a high
score. Another rule to which some users gave a low
score was \physics science nature! john wiley pub-



lisher sons", presumably based on their background
knowledge about publishing houses. In this case, our
algorithm found the name John in the WordNet hi-
erarchy (synset lemma: disciple of Jesus), but there
was no short path between John and the words in
the antecedent of the rule. As a result, the algo-
rithm gave this rule a high score. A point to note
here is that some names like Jesus, John, James,
etc. have entries in WordNet, but others like San-
dra, Robert, etc. do not | this makes it diÆcult to
use any kind of consistent handling of names using
�lters like name lists.

In the training rule-set, we had also noticed that
the rule \sea ! oceanography" had been given a
large score by our algorithm, while most subjects in
that group had rated that rule as uninteresting. This
happened because there is no short path between sea
and oceanography in WordNet | these two words
are related thematically, and WordNet does not have
thematic connections, an issue which is discussed in
detail in Section 6.

5 Related Work

Much e�ort has gone into reducing large rule-sets
generated by mining algorithms by applying both
objective and subjective criteria. Klemettinen et
al. (1994) proposed the use of rule templates to
describe the structure of relevant rules and con-
strain the search space. Another notable attempt
in using objective measures was by Bayardo and
Agrawal (1999), who de�ned a partial order, in
terms of both support and con�dence, to identify a
smaller set of rules that were more interesting than
the rest.

In a series of papers, Tuzhilin and his co-
researchers (1996; 1998) argued the need for subjec-
tive measures for the interestingness of rules. Rules
that were not only actionable but also unexpected
in that they con
icted with the existing system of
beliefs of the user, were preferred. Liu et al. (1999)
have further built on this theme, implementing it as
an interactive, post-processing routine. They have
also analyzed classi�cation rules, such as those ex-
tracted from C4.5, de�ning a measure of rule inter-
estingness in terms of the syntactic distance between
a rule and a belief.

In contrast, in this paper we propose an inno-
vative use of WordNet to indicate a semantic dis-
tance between the antecedents and consequents of
the same rule as an indication of its interestingness.
Domain-speci�c concept hierarchies have previously
been used to �lter redundant mined rules (Han and
Fu, 1995; Feldman and Dagan, 1995); however, to
our knowledge they have not been used to evaluate
novelty quantitatively.

6 Future Work

An important issue that we want to address in future
is learning the parameters of the algorithm, e.g. the
weights of the WordNet relations, and values of K,
POSRootPenalty and TopRootPenalty. These con-
stants are now chosen experimentally. We would like
to learn these parameters automatically from train-
ing data, by using machine learning techniques. The
novelty score could then be adaptively learnt for a
particular user and tailored to suit the user's expec-
tation.

Unfortunately, WordNet fails to capture all se-
mantic relationships between words, such as gen-
eral thematic connections like that between \pen-
cil" and \paper". However, other approaches to
lexical semantic similarity, such as statistical meth-
ods based on word co-occurrence (Manning and
Sch�utze, 1999), can capture such relationships. In
these methods, a word is typically represented by
a vector in which each component is the number
of times the word co-occurs with another speci�ed
word within a particular corpus. Co-occurrence can
be based on appearing within a �xed-size window
of words, or in the same sentence, paragraph, or
document. The similarity of two words is then de-
termined by a vector-space metric such as the co-
sine of the angle between their corresponding vectors
(Manning and Sch�utze, 1999). In techniques such as
Latent Semantic Analysis (LSA) (Deerwester et al.,
1990), the dimensionality of word vectors is �rst re-
duced using singular value decomposition (SVD) in
order to produce lexical representations with a small
number of highly-relevant dimensions. Such meth-
ods have been shown to accurately model human
lexical-similarity judgments (Landauer and Dumais,
1997). By utilizing a co-occurrence-based metric for
d(wi; wj), rules could be ranked by novelty using
statistical lexical knowledge.

In the end, some mathematical combination of
WordNet and co-occurrence based metrics may be
the best approach to measuring lexical semantic dis-
tance. If available, domain-speci�c concept hierar-
chies and knowledge-bases could also be used to �nd
semantic connections between rule antecedents and
consequents and thereby contribute to evaluating
novelty. To the extent that the names of relations,
attributes, and values in a traditional database are
natural-language words (or can be segmented into
words), our approach could also be applied to tradi-
tional data mining as well as text mining. Finally,
the overall interestingness of a rule might be best
computed as a suitable mathematical combination
of novelty and more traditional metrics such as con-
�dence and support.



7 Conclusion

The main contribution of this paper is that we have
introduced a new approach for measuring the nov-
elty of rules mined from text data, based on the lexi-
cal knowledge in WordNet. We have also introduced
a novel method of quantitatively assessing interest-
ingness measures for rules, based on average corre-
lation statistics, and have successfully shown that
the automatic scoring of rules based on our novelty
measure correlates with human judgments about as
well as human judgments correlate with each other.
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