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Abstract
We present a novel application of WordNet to estimating the interestingness of rules discovered by data-mining methods. We estimate the novelty of text-mined rules using semantic distance measures based on WordNet. In our experiments, we found that the automatic scoring of rules based on our novelty measure correlates with human judgments about as well as human judgments correlate with each other.

1 Introduction
We present a novel application of WordNet to measuring the “interestingness” of rules discovered by data-mining methods. A data-mining system may discover a large body of rules; however, relatively few of these may convey useful new knowledge to the user. Several metrics for evaluating the interestingness of mined rules have been proposed. These metrics can be used to filter out a large percentage of the automatically extracted less interesting rules, thus yielding a more manageable number of higher quality rules to be presented to the user. However, most of these metrics measure simplicity (e.g. rule size), certainty (e.g. confidence), or utility (e.g. support). An important but less explored aspect of interestingness is novelty. Does the rule represent an association that is currently unknown. For example, the DiscoTEX text-mining system (Nahm and Mooney, 2000), while discovering rules from computer-science job announcements posted to a local newsgroup, induces rules like: “SQL $\rightarrow$ database”. A knowledgeable computer scientist may find this rule uninteresting because it conveys a known association. Evaluating the novelty of a rule requires comparing it to an existing body of knowledge the user is assumed to already possess.

For text mining (Feldman, 1999; Mladenić, 2000), in which rules consist of words in natural language, a relevant body of common knowledge is basic lexical semantics, i.e. the meanings of words and the semantic relationships between them. Consequently, we present and evaluate a method for measuring the novelty of text-mined rules using WordNet. We define a measure of the semantic distance, $d(w_i, w_j)$, between two words based on the length of the shortest path connecting $w_i$ and $w_j$ in WordNet. The novelty of a rule is then defined as the average value of $d(w_i, w_j)$ across all pairs of words $(w_i, w_j)$, where $w_i$ is in the antecedent and $w_j$ is in the consequent. Intuitively, the semantic dissimilarity of the terms in a rule’s antecedent and in its consequent is an indication of the rule’s novelty. For example, “beer $\rightarrow$ diapers” would be considered more novel than “beer $\rightarrow$ pretzels” since beer and pretzels are both food products and therefore closer in WordNet.

We present an experimental evaluation of this novelty metric by applying it to rules mined from book descriptions extracted from Amazon.com. Since novelty is fundamentally subjective, we compared the metric to human judgments. We asked multiple human subjects to score random selections of mined rules and compared the results to those obtained by applying our metric to the same rules. We found that the average correlation between the scoring of our algorithm and that of the human users, using both raw score correlation (Pearson’s metric) and rank correlation (Spearman’s metric), was comparable to the average score correlation between the human users. This suggests that the algorithm has a rule scoring judgment similar to that of human users.

2 Background
2.1 Text Mining
Traditional data mining algorithms are generally applied on structured databases, but text mining algorithms try to discover knowledge from unstructured textual data. Text mining is a relatively new research area at the intersection of natural language processing, machine learning and information retrieval. Various new useful techniques are being developed by researchers for discovering knowledge from large text corpora, by appropriately integrating methods from these different disciplines. DiscoTEX (Nahm and Mooney, 2000) is one such system, that discovers prediction rules from natural language corpora using a combination of principles of informa-
3 Scoring the Novelty of Rules

3.1 Semantic Distance Measure

We have defined the semantic distance between two words \( w_i \) and \( w_j \) as:

\[
d(w_i, w_j) = \text{Dist}(P(w_i, w_j)) + K \times \text{Dir}(P(w_i, w_j))
\]

where \( P(w_i, w_j) \) is a path between \( w_i \) and \( w_j \), \( \text{Dist}(p) \) is the distance along path \( p \) according to our weighting scheme, \( \text{Dir}(p) \) is the number of direction changes of relations along path \( p \), and \( K \) is a suitably chosen constant.

The second component of the formula is derived from the definition of Hirst et al. (1998), where the relations of WordNet are divided into three direction classes — “up”, “down” and “horizontal”, depending on how the two words in the relation are lexically related. Table 1 summarizes the direction information for the relation types we use. The more direction changes in the path from one word to another, the greater the semantic distance between the words, since changes of direction along the path reflect large changes in semantic context.

The path distance component of the above formula is based on the semantic distance definition of Sussna (1993). It is defined as the shortest weighted path between \( w_i \) and \( w_j \), where every edge in the path is weighted according to the weight of the WordNet relation corresponding to that edge, and is normalized by the depth in the WordNet tree where the edge occurs. We have used 15 different relations between words in WordNet in our framework, and we have assigned different weights to different link types, e.g., hypernym represents a larger semantic change than synonym, so hypernym has a higher weight than synonym. The weight chosen for the different relations are given in Table 1.

One point to note here is that Sussna’s definition of semantic distance calculated the weight of an edge between two nouns \( w_i \) and \( w_j \) as the average of the two relations \( w_i \rightarrow_r w_j \) and \( w_j \rightarrow_r w_i \) corresponding to the edge, relation \( r' \) being the inverse of relation \( r \). This made the semantic distance between two words a symmetric measure. He had considered the noun hierarchy, where every relation between nouns has an inverse relation. But in our framework, where we have considered all the four types of words in WordNet (nouns, adverbs, adjectives and verbs) and 15 different relation types between these words, all of these relations do not have inverses, e.g., the entailment relation has no direct inverse. So, we have used only the weight of the relation \( w_i \rightarrow_r w_j \) as a measure of the weight of the edge between \( w_i \) and \( w_j \). This gives a directionality to our semantic measure, which is also conceptually compatible with the fact that \( w_i \) is a word in the antecedent of the rule and \( w_j \) is a word in the consequent of the rule.
Table 1: Direction and weight information for the 15 WordNet relations used

<table>
<thead>
<tr>
<th>Relation</th>
<th>Direction</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synonym, Attribute, Pertainym, Similar</td>
<td>HOR</td>
<td>0.5</td>
</tr>
<tr>
<td>Antonym</td>
<td>HOR</td>
<td>2.5</td>
</tr>
<tr>
<td>Hypernym, (Member</td>
<td>Part</td>
<td>Substance) Meronym</td>
</tr>
<tr>
<td>Hypernym, (Member</td>
<td>Part</td>
<td>Substance) Holonym, Cause, Entailment</td>
</tr>
</tbody>
</table>

Figure 2: Rule Scoring Algorithm

3.2 Rule Scoring Algorithm

The scoring algorithm of rules according to novelty is outlined in Figure 2.

The noun hierarchy of the WordNet is disconnected — there are 11 trees with distinct root nodes. The verb hierarchy is also disconnected, with 15 distinct root nodes. For our purpose, following the method of Leacock and Chodorow (1998), we have connected the 11 root nodes of the noun hierarchy to a single root node $R_{noun}$ so that a path can always be found between two nouns. Similarly, we have connected the verb root nodes by a single root node $R_{verb}$. $R_{noun}$ and $R_{verb}$ are further connected to a top-level root node, $R_{top}$. This connects all the verbs and nouns in the WordNet database. Adjectives and adverbs are not hierarchically arranged in WordNet, but they are related to their corresponding nouns. In this composite hierarchy derived from the WordNet hierarchy, we find the weighted shortest path between two words by performing a branch and bound search.

After introducing $R_{noun}$, $R_{verb}$ and $R_{top}$, all words in the WordNet are connected to each other. So, in this composite word hierarchy, any two words are connected by a path. However, we have used 15 different WordNet relations while searching for the path between two words — this creates a combinatorial explosion while performing the branch and bound search on the composite hierarchy. So, for efficient implementation, we have a user-specified time-limit within which we try to find the shortest path between the words $w_i$ and $w_j$. If the shortest path cannot be found within the time-limit, the algorithm finds a default path between $w_i$ and $w_j$ by going up the hierarchy from both $w_i$ and $w_j$, using hypernym links till a common root node is reached.

The function $PathViaRoot$ in Figure 2 computes the distance of the default path. For nouns and verbs, the PathViaRoot function calculates the distance of the path between the two words as the sum of the path distances of each word to its root. If the $R_{noun}$ or the $R_{verb}$ node is a part of this path, it adds a penalty term $POSRootPenalty = 3.0$ to the path distance. If the $R_{top}$ node is a part of this path, it adds a larger penalty $TopRootPenalty = 4.0$ to the path distance. These penalty terms reflect the large semantic jumps in paths which go through the root nodes $R_{noun}$, $R_{verb}$ and $R_{top}$.

If one of the words is an adjective or an adverb, and the shortest path method does not terminate within the specified time-limit, then the algorithm finds the path from the adjective or adverb to the nearest noun, through relations like “pertainym”, “attribute”, etc. It then finds the default path up the noun hierarchy, and the PathViaRoot function incorporates the distance of the path from the adjective or adverb to the noun form into the path distance measurement.

Some of the words extracted from the rules are not valid words in WordNet e.g. abbreviations, names like Philip, domain specific terms like booknews, etc. We assigned such words the average depth of a word ($d_{avg}$ in Figure 2) in the WordNet hierarchy, which was estimated by sampling techniques to be about 6, and then estimated its path distance to the root of the combined hierarchy by using the PathViaRoot function.

4 Experimental Results

We performed experiments to compare the novelty judgment of human users to the automatic ratings of our algorithm. The objective here is that if the automatic ratings correlate with human judgments about as well as human judgments correlate with each other, then the novelty metric can be considered successful.

4.1 Methodology

For the purpose of our experiments, we took rules generated by DiscoTEX from 9000 Amazon.com
### Table 2: Results with all subjects

<table>
<thead>
<tr>
<th></th>
<th>Human - Human Correlation</th>
<th>Algorithm - Human Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw</td>
<td>Rank</td>
</tr>
<tr>
<td>Group1</td>
<td>0.284</td>
<td>0.269</td>
</tr>
<tr>
<td>Group2</td>
<td>0.299</td>
<td>0.282</td>
</tr>
<tr>
<td>Group3</td>
<td>0.217</td>
<td>0.223</td>
</tr>
</tbody>
</table>

### Table 3: Results after removing outliers

<table>
<thead>
<tr>
<th></th>
<th>Human - Human Correlation</th>
<th>Algorithm - Human Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw</td>
<td>Rank</td>
</tr>
<tr>
<td>Group1</td>
<td>0.330</td>
<td>0.338</td>
</tr>
<tr>
<td>Group2</td>
<td>0.412</td>
<td>0.393</td>
</tr>
<tr>
<td>Group3</td>
<td>0.337</td>
<td>0.339</td>
</tr>
</tbody>
</table>

4.2 Results and Discussion

Some of the rules scorings generated by our algorithm are shown in Figure 3.

The correlation between the human subjects and the algorithm was low for the first rule-set. For the second and the third rule sets, the algorithm-human correlations are comparable to the human-human correlations. From the results, considering both the raw and the rank correlation measures, we see that the correlation between the human subjects and the algorithm is on the average comparable to that between the human subjects. From Tables 2 and 3, we can see that removing the obvious outliers improves the correlation values. However, the correlation values among the human subjects and between the human subjects and the algorithm are both not very high, even after outlier removal. This is because for some rules, the human subjects differed a lot in their novelty assessment. This is also due to the fact that these are initial experiments, and we are working on improving the methodology. In later experiments, we intend to apply our method to domains where we can expect human users to agree more in their novelty judgment of rules.

However, it is important to note that it is very unlikely that these correlations are due to random chance — except the algorithm-human correlation values for Group1, the correlation values considering all subjects are above the minimum significant r at the p < 0.1 level of significance, while the correlation values after removing the outliers are above the minimum significant r at the p < 0.05 level of significance, by the t-test.

On closer analysis of the results of Group1, we noticed that this rule-set contained many rules involving person names. Our algorithm currently uses only semantic information from WordNet, so its scoring on these rules differed from that of human subjects. For example, one rule many users scored as uninteresting was “ieee society → science mathematics”, but since WordNet does not have an entry for “ieee”, our algorithm gave the overall rule a high score. Another rule to which some users gave a low score was “physics science nature → john wiley pub-
lisher sons", presumably based on their background knowledge about publishing houses. In this case, our algorithm found the name John in the WordNet hierarchy (synset lemma: disciple of Jesus), but there was no short path between John and the words in the antecedent of the rule. As a result, the algorithm gave this rule a high score. A point to note here is that some names like Jesus, John, James, etc., have entries in WordNet, but others like Sandra, Robert, etc., do not — this makes it difficult to use any kind of consistent handling of names using filters like name lists.

In the training rule-set, we had also noticed that the rule “sea → oceanography” had been given a large score by our algorithm, while most subjects in that group had rated that rule as uninteresting. This happened because there is no short path between sea and oceanography in WordNet — these two words are related thematically, and WordNet does not have thematic connections, an issue which is discussed in detail in Section 6.

5 Related Work

Much effort has gone into reducing large rule-sets generated by mining algorithms by applying both objective and subjective criteria. Klemettinen et al. (1994) proposed the use of rule templates to describe the structure of relevant rules and constrain the search space. Another notable attempt in using objective measures was by Bayardo and Agrawal (1999), who defined a partial order, in terms of both support and confidence, to identify a smaller set of rules that were more interesting than the rest.

In a series of papers, Tuzhilin and his co-researchers (1996; 1998) argued the need for subjective measures for the interestingness of rules. Rules that were not only actionable but also unexpected in that they conflicted with the existing system of beliefs of the user, were preferred. Liu et al. (1999) have further built on this theme, implementing it as an interactive, post-processing routine. They have also analyzed classification rules, such as those extracted from C4.5, defining a measure of rule interestingness in terms of the syntactic distance between a rule and a belief.

In contrast, in this paper we propose an innovative use of WordNet to indicate a semantic distance between the antecedents and consequents of the same rule as an indication of its interestingness. Domain-specific concept hierarchies have previously been used to filter redundant mined rules (Han and Fu, 1995; Feldman and Dagan, 1995); however, to our knowledge they have not been used to evaluate novelty quantitatively.

6 Future Work

An important issue that we want to address in future is learning the parameters of the algorithm, e.g., the weights of the WordNet relations, and values of $K$, $\text{POSRootPenalty}$ and $\text{TopRootPenalty}$. These constants are now chosen experimentally. We would like to learn these parameters automatically from training data, by using machine learning techniques. The novelty score could then be adaptively learnt for a particular user and tailored to suit the user’s expectation.

Unfortunately, WordNet fails to capture all semantic relationships between words, such as general thematic connections like that between “pencil” and “paper”. However, other approaches to lexical semantic similarity, such as statistical methods based on word co-occurrence (Manning and Schütze, 1999), can capture such relationships. In these methods, a word is typically represented by a vector in which each component is the number of times the word co-occurs with another specified word within a particular corpus. Co-occurrence can be based on appearing within a fixed-size window of words, or in the same sentence, paragraph, or document. The similarity of two words is then determined by a vector-space metric such as the cosine of the angle between their corresponding vectors (Manning and Schütze, 1999). In techniques such as Latent Semantic Analysis (LSA) (Deerwester et al., 1990), the dimensionality of word vectors is first reduced using singular value decomposition (SVD) in order to produce lexical representations with a small number of highly-relevant dimensions. Such methods have been shown to accurately model human lexical-similarity judgments (Landauer and Dumais, 1997). By utilizing a co-occurrence-based metric for $d(w_i, w_j)$, rules could be ranked by novelty using statistical lexical knowledge.

In the end, some mathematical combination of WordNet and co-occurrence based metrics may be the best approach to measuring lexical semantic distance. If available, domain-specific concept hierarchies and knowledge-bases could also be used to find semantic connections between rule antecedents and consequents and thereby contribute to evaluating novelty. To the extent that the names of relations, attributes, and values in a traditional database are natural-language words (or can be segmented into words), our approach could also be applied to traditional data mining as well as text mining. Finally, the overall interestingness of a rule might be best computed as a suitable mathematical combination of novelty and more traditional metrics such as confidence and support.
7 Conclusion
The main contribution of this paper is that we have introduced a new approach for measuring the novelty of rules mined from text data, based on the lexical knowledge in WordNet. We have also introduced a novel method of quantitatively assessing interestingness measures for rules, based on average correlation statistics, and have successfully shown that the automatic scoring of rules based on our novelty measure correlates with human judgments about as well as human judgments correlate with each other.
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