Matching objects in images

Kristen Grauman




Recognizing or retrieving
specific objects
Example I: Visual search in feature films

Visually defined query “Groundhog Day” [Rammis, 1993]

“Find this
clock”

“Find this I
place” §

Slide credit: J. Sivic



Recognizing or retrieving
specific objects

Example Il: Search photos on the web for particular places

Find these landmarks ...In these images and 1M more

Slide credit: J. Sivic



Google Goggles

Use pictures to search the web.  [» Watch a video

Get Google Goggles

Android (1.6+ required)
Download from Android Market.

Send Goggles to Android phone

New! iPhone (i0OS 4.0 required)
Download from the App Store.

'~ Send Goggles toiPhone
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Lammkoteletts vom Biobauern mit
Schalotven, Tematencoulis und Basilikum-
Gnocchi

German (auta) = English

Lamb chops from the farmers with the
shallots, tomato sauce and basil gnocchi




Why is it difficult?

Want to find the object despite possibly large changes in
scale, viewpoint, lighting and partial occlusion

Lighting Occlusion

We can’t expect to match such varied instances with a single
global template...

Slide credit: J. Sivic



Text retrieval vs. Image search

* What makes the problems similar, different?



Matching objects in images

Motivation — visual search
Visual words

guantization, index, bags of words
Spatial verification

affine; RANSAC, Hough
Other text retrieval tools

tf-idf, query expansion
Example applications



Invariant local features

We can detect features independently per image that are
scale, translation, and rotation invariant.
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Local feature descriptors

« SIFT [Lowe 2004] : Use histograms to bin pixels
within sub-patches according to their orientation.
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Visual words: main idea

* Extract some local features from a number of images ...

e.g., SIFT descriptor space: each
point is 128-dimensional

Slide credit: D. Nister, CVPR 2006



Visual words: main idea




Visual words: main idea




Visual words: main idea




Each point is a
local descriptor,
e.g. SIFT vector.






Indexing local features

« Each patch / region has a descriptor, which is a
point in some high-dimensional feature space
(e.g., SIFT)

%

Descriptor’s
feature space
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Indexing local features

 When we see close points in feature space, we
have similar descriptors, which indicates similar
local content.
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Descriptor’s Query
feature space image
Database Easily can have millions of

Kristen Grauman imageS features to search!
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Indexing local features:

| Index

“Along I-75," From Datrod b
Flerida; inside back cover
“Diriwe 1-95," Fram Bostan 1o
Flosida; inaide back cover
1524 Spanish Trall Roadway;
1071 - 102,104
511 Tealhe Infonmalion; 83
A1A (Barrier i) - |-35 Access; B
AMA (and CAAY; B3
Ak Nalicnad Office; B0
Abbdeviatians,
Colored 25 mile Maps; cowar
Exit Sarvices; 196
Travelague: 85
Alriea 177
Agricullural Inspection Sine; 126
Ah-Tah-Thi-Ei Masaum; 180
Air Conditioning, First; 112
Alabama; 134
Alachua; 152
Courty; 131
Alatia Fivar, 143
Alapaha, Name; 126
Alfred B Maclay Gardans; 106
Alligaicr Alley; 154-185
Alligater Farm, S1 Augusting; 169
Alligater Bole (dedinilicn); 157
Alligaicr, Bupddy; 155
Alligaicns 100,135, 138,147,166
Anasiasia laland; 570
Anhaica; 108- 100,146
Apilachicota River: 112
Appleton Mus of Arl: 136
Agjuifer; 102
Aralbian Mignts; 94
Art Musoum, Ringling; 147
Aruba Beach Cale; 183
Aucila River Project; 106
Baboock- Weh WHA; 151
Bahia Mar Marina; 184
Bakar Counly; 98
Barefoot Mallman; 182
Barge Canal; 137
Bae Line Expy; 80
Balz Culied Mafiz 83
Barnard Caslro: 136
Big °I*; 165
Big Cypeass: 165,156
Big Fool Monstar; 105
mp Safarl; 160
iewr Fibvar SP; 117
Biug Argels

Butterfty Canter, MolGsm: 134
CAM (soa ARA)
COC, Thi; 111, 113,115,135, 142
Ca &Zan; 147
Calopsahaiches Rhear; 152
larna; 150
Canavaral Nabnl Seashane; 173
Cannon Creek Airpark; 130
Canopy Foad; 106,160
Cope Canoveral 174
Casfllo Zan Marcoa; 165
Cave Diving: 131
Gayo Gosta, Nama; 150
Coladration; 53
Chailatbe Courity; 149
Charotte Harbor 150
Chautauqua; 116
Chiplay; 114
Marma: 115
Choctawalches, Mamma; 115
Circus Musaum, Ringling; 147
Citrus; 88,57, 130,136, 140,180
CityPlace, YW Palm Beach: 160
City Maps,
Ft Laudardale Expays; 184106
Jadsanille; 163
Kissimmes Expwys: 152183
htlami Expressways: 194-195
Oelands Exprassesys: 162.193
Pansacola; 26
Takzhassas, 191
Tampa-51. Petersburg; 63
21, Augsuting: 191
Cindl Wiar: 100,108,127 138,141
Clamnwater Maring Aquarkum; 187
Colliar County; 154
Collier, Barron; 152
Colenial Spanian Ouarers: 168
Cohambin County: 101,128
Coquinm Building Matorial; 165
Corkscrew Swamp, Mame; 154
Cowbays, 95
Crab Trap 1I; 144
Coracker, Flodida; 88,95 132
Crogsatown Expy: 11,55,88.143
Cuban Bread; 184
Dade Batilafiahd; 140
Dady, Maj. France: 130-140,161
Diania Beach Husricans: 184
Canbel Boone, Flakda Walk: 117
Daytona Beach; 172173
Dux Laned; 87

Driving Lanes; 85
Durval County; 163
Eau Galis; 175
Eddizan, Thomas; 152
Eqlin AFB: 116118
Eight Reale; 176
Ellsnion; 144-145
Emanuel Poind Wreck; 120
Emangency Caliooes; 53
Epiphytes: 142.148,157,159
Ezcambia Bay; 118
Bariclpe (1-90); 119
Gounty; 120
Estore; 153
Evarnglade 90,95, 138-140,154-160
Draining of; 156,181
Wikdiita WA 160
Wondar Gandens; 154
Falling Watars 5F; 115
Fantasy od Flight; 95
Fayar Deploms SP; 171
Fires, Farast: 168
Fireg, Frascribed ; 148
Flsherman's VElage; 151
Flaghar County; 111
Flagler, Heary; 97,165,167,171
Florida Aguacheme: 166
Flarida,
12,000 yoars ags; 187
Cawarn SF; 114
Mag of all Exprossways; 2-3
Mus of Matural History: 134
Matiorl Comatany ; 141
Parl of Alrica; 177
Fiatorm; 187
Sheiffs Boys Camp,; 126
Sparts Hall of Farme; 130
Sun 'n Fun Musaum: 97
Suprams Couwd; 107
Florida’s Turnpike (FTR), 178,189
25 mike Siip Maps: 66
Administration; 1898
Coin System; 190
Exil Services; 188
HEFT; 76,161,180
Highory; 189
Mamas; 184
Service Plazas; 100
Spur SR8 TE
Ticket System; 1590
ToE Plaras; 150
Ferd, Henry; 152

inverted file index

For text
documents, an
efficient way to find
all pages on which
a word occurs Is to
use an index...

We want to find all
Images in which a
feature occurs.

To use this idea,
we’ll need to map
our features to
“visual words”.



Visual words

« Map high-dimensional descriptors to tokens/words
by quantizing the feature space

* Quantize via
clustering, let
cluster centers be
the prototype
“words”

 Determine which

/ Descriotor word to assign to
—— ESCHpIar 'S each new image

feature space _ o
region by finding
the closest cluster

Kristen Grauman center.
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* Example: each



Visual vocabulary formation

Issues:

« Vocabulary size, number of words

« Sampling strategy: where to extract features?

» Clustering / quantization algorithm

« Unsupervised vs. supervised

« What corpus provides features (universal vocabulary?)

Kristen Grauman



Inverted file iIndex

y Image #1
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« Database iFnages are loaded into the index mapping
words to image numbers
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Inverted file iIndex

* New query image is mapped to indices of database
Images that share a word.

Kristen Grauman



Instance recognition:
remaining issues

« How to summarize the content of an entire
image? And gauge overall similarity?

 How large should the vocabulary be? How to
perform quantization efficiently?

* |s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

« How to score the retrieval results?

Kristen Grauman



Analogy to documents

Of all the sensory impressions proceeding to China is forecasting a trade surplus of $90bn
the brain, the visual experiences are the (£51bn) to $100bn this year, a threefold
dominant ones. Our perception of the world increase on 2004's $32bn. The Commerce

Ministry said the surpluy

around us is based es
3 a predicted 30°/r :

iallv on the

yould be created by

exports, imports, US,
uan, bank, domestic,
i, foreign, increase,
trade, value

eye, cell, optical
nerve, image
Hubel, Wiesel ,

following thems _
to the various

permitted it to trade within a narro
image falling on the retina undergoed the US wants the yuan to be allowe
wise analysis in a system of nerve cell
stored in columns. In this system each C
has its specific function and is responsiblé
a specific detail in the pattern of the retina

image.

it will take its time and tread carefully bé
allowing the yuan to rise further in value.

ICCV 2005 short course, L. Fei-Fei
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Bags of visual words

« Summarize entire image
based on its distribution
(histogram) of word
occurrences.

* Analogous to bag of words
representation commonly
used for documents.




Comparing bags of words

* Rank frames by normalized scalar product between their
(possibly weighted) occurrence counts---nearest
neighbor search for similar images.

18 1 4] 51 1 0] (dj,q)
. R sim(d;,
_ (@) = g, Tal
[] [] .>
Jh e = _ Yi—1d; (D) * qQ)
JELa 0+ [5ha()?
— — for vocabulary of V words
d q



tf-idf weighting

 Term frequency — inverse document frequency

« Describe frame by frequency of each word within it,
downweight words that appear often in the database

» (Standard weighting for text retrieval)

Number of - Total number of
occurrences of word — —— n y N documents in
i in document d t. = 2 1oo — database
i — g
_ ng n; Number of documents
Number of words in _— ™\ word i occurs in, in
document d

whole database

Kristen Grauman



Inverted file index and
bags of words similarity

New query image

. Extract words in query

. Inverted file index to find e
relevant frames | |

. Compare word counts

Kristen Grauman



Instance recognition:
remaining issues

« How to summarize the content of an entire
image? And gauge overall similarity?

 How large should the vocabulary be? How to
perform quantization efficiently?

* |s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

« How to score the retrieval results?

Kristen Grauman



Vocabulary size

Results for recognition task

,—\80 | - with 6347 images
NS _ .
3 70|
-
©
S
g 60
D belialll ="l
*l0k 100k 1M 10M wodl el i
el | | :
Nr of Leaf Nodes - !-.

Influence on performance, sparsity? Nister & Stewenius, CVPR 2006



Vocabulary Trees: hierarchical clustering
for large vocabularies

e Tree construction:
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K. Grauman, B. Leibe Slide credit: David Nister




Vocabulary Tree

[Nister & Stewenius, CVPR’06]
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Vocabulary Tree

e Training: Filling the tree

[Nister & Stewenius, CVPR’06]
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Vocabulary Tree

e Training: Filling the tree

[Nister & Stewenius, CVPR’06]
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Vocabulary Tree

e Training: Filling the tree
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Vocabulary Tree

e Training: Filling the tree

[Nister & Stewenius, CVPR’06]

38
- Grauman, B. Leibe Slide credit: David Nister
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Vocabulary Tree

e Recognition
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Vocabulary trees: complexity

Number of words given tree parameters:
branching factor and number of levels

Word assignment cost vs. flat vocabulary



Visual words/bags of words

flexible to geometry / deformations / viewpoint
compact summary of image content

provides vector representation for sets

very good results in practice

+ + + +

- background and foreground mixed when bag
covers whole image

- optimal vocabulary formation remains unclear

- basic model ignores geometry — must verify
afterwards, or encode via features

Kristen Grauman



Instance recognition:
remaining issues

« How to summarize the content of an entire
image? And gauge overall similarity?

 How large should the vocabulary be? How to
perform quantization efficiently?

* |s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

« How to score the retrieval results?

Kristen Grauman



Which matches better?

Derek Hoiem



Spatial Verification

Query

DB image with high Bow —— _
similarity DB image with high BowW
similarity

Both image pairs have many visual words in common.

Slide credit: Ondrej Chum



Spatial Verification

Query

DB image with high Bow —— _
similarity DB image with high BowW
similarity

Only some of the matches are mutually consistent

Slide credit: Ondrej Chum



Spatial Verification: two basic strategies

« RANSAC

— Typically sort by BoW similarity as initial filter

— Verify by checking support (inliers) for possible affine
transformations

* e.g., “success’ if find an affine transformation with > N inlier
correspondences

* Generalized Hough Transform

— Let each matched feature cast a vote on location,
scale, orientation of the model object

— Verify parameters with enough votes

Kristen Grauman



RANSAC verification

Ll

For matching specific scenes/objects, common to
use an affine transformation for spatial verification



Fitting an affine transformation

(X)) o Approximates viewpoint
(x5, ;) changes for roughly
© R planar objects and
@ — O o _
roughly orthographic
1 y cameras.
o @



RANSAC verification




Spatial Verification: two basic strategies

« RANSAC

— Typically sort by BoW similarity as initial filter

— Verify by checking support (inliers) for possible affine
transformations

* e.g., “success’ if find an affine transformation with > N inlier
correspondences

* Generalized Hough Transform

— Let each matched feature cast a vote on location,
scale, orientation of the model object

— Verify parameters with enough votes

Kristen Grauman



Voting: Generalized Hough Transform

 If we use scale, rotation, and translation invariant local
features, then each feature match gives an alignment
hypothesis (for scale, translation, and orientation of

model in image).

Novel image

Adapted from Lana Lazebnik



Voting: Generalized Hough Transform

* A hypothesis generated by a single match may be
unreliable,

* So let each match vote for a hypothesis in Hough space

Model Novel image



Example result

Background subtract Objects recognized, = Recognition in
for model boundaries spite of occlusion

[Lowe]



Video Google System

1. Collect all words within
query region

2. Inverted file index to find
relevant frames

3. Compare word counts

4. Spatial verification
Sivic & Zisserman, ICCV 2003

e Demo online at :
http://www.robots.ox.ac.uk/~vgg/r
esearch/vgoogle/index.html
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Obiject retrieval with large vocabularies and fast
, CVPR 2007

Query Results from 5k Flickr images (demo available for 100k set)
[Philbin CVPR’07]



World-scale mining of objects and events from
community photo collections, Quack et al., CIVR 2008

Colosseum

Auto-annotate by connecting to
content on Wikipedia!




Example Applications

Aachen Ca

: )

4

(Q,v

Mobile tourist guide

« Self-localization

e Object/building recognition
e Photo/video augmentation

Y

©
-
o
o
=)
-
c
IQ
=
c
(o)
o
(&)
(&)
14
e
(8]
2
o)
o
©
=
2
>

B. Leibe [Quack, Leibe, Van Gool, CIVR’08]




Web Demo: Movie Poster Recognition

@ http://wwwi.kooaba.ch - kooaba coserver: random_movie - Mozilla Firefox =] A

koeobo

50’000 movie
posters indexed

Show another poster

4 1. Take a picture with your mobile phone camera
Query-by-image o
. o in Switzerland to 5555 (Orange Customers 079 394 57007,
from mobile phone o in Garmany ta 84000
. . . o gverywhere else to m@kooaba.ch
ava] lable ]n SW] tzer- 3. Search result is sent straight to your phone.
land Daone EE; :e_l e

2
http://www.kooaba.com/en/products engine.html#

©
=
O
whd
=
-
c
IQ
=
c
(o]
o
(8]
()
14
)
(&)
2
0
o
©
=
=0
>




Google Goggles

Use pictures to search the web.  [» Watch a video

Get Google Goggles

Android (1.6+ required)
Download from Android Market.

Send Goggles to Android phone

New! iPhone (i0OS 4.0 required)
Download from the App Store.

'~ Send Goggles toiPhone
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Text Landmarks Books Contact |nfo

@ 1103

Lammkoteletts vom Biobauern mit
Schalotven, Tematencoulis und Basilikum-
Gnocchi

German (auta) = English

Lamb chops from the farmers with the
shallots, tomato sauce and basil gnocchi




Recognition via feature
matching+spatial verification

Pros:

« Effective when we are able to find reliable features
within clutter

« Great results for matching specific instances
Cons:

« Scaling with number of models

« Spatial verification as post-processing — not
seamless, expensive for large-scale problems

* Not suited for category recognition.

Kristen Grauman



What else can we borrow from
text retrieval?

| Index

“Along 175" From Daebroi bo
Fleaica; inside back cover
“Drive 195," Fram Boslon 1o
Flomida; inaide back cover
Vit Spanish Tral Roadway;
101 102,104
511 Tralhc Informalion; 83
A1A (Barrier isl) - |-55 Access; BE
AlA (and CARY, B3
A Madicaad OHfica; BR
Abbdeviations,
Cosored 25 mile Maps; covar
Exil Sarvices; 196
Travelogue: 85
Alrica; 177
Agriculiural Inspaction Sine; 126
Ah-Tah:Thi-Ki Fhesaurn; 180
Air Conditioring, First; 112
Alahama; 124
Alachua; 152
County; 131
Alatia Fioar, 143
Alapaha, Name; 136
Alfred B Maclay Gardans; 106
Alligator Alley. 154155
Alligater Farm, S1 Augusting; 169
Alligater Hole (dedinition); 157
Alligator, Buddy; 155
Adligaions; 100, 135,138,147, 156
Anastasia laland; 170
Anhalza; 108-108.146
Apalachicola River; 112
Appleton Mus ol Arl: 138
Aduifer; 102
Aripian Mights; 94
At Musoum, Ringing; 147
Aruba Besch Cale; 183
Aucilla River Project; 108
Baboock-Aeh WA 151
Bahia Mar Marioa; 184
Bakar County; 38
Barafoot Mallman; 182
Barge Canal; 157
Bae Ling Expy; 80
Balz Culied Mali: 83
Bernard Casire: 136
Big *I*; 185
Big Cypeess; 155,158
Big Fool Manster; 105

Butherity Center, MoGiEre; 134
CAA (sea AL}
COC, This 111,112,115,135,142
Ca d'Zan; 147
Calopsahaiches Rivar; 152
ame; 150
Canavera] Nabnl Seashang; 173
Cannon Creek Airpark; 130
Canopy Road; 106,160
Cape Canawiral 174
Casflle 2an Marcos: 1658
Cave Diving; 131
Gy Goste, Nama; 150
Calebration; 93
Charathe Counby; 148
Charbothe Harbor, 150
Chautauqua; 116
Chiplery; 114
Mame, 115
Choctawsiches, Nasmsa; 115
Circus Muspum, Ringling; 147
Citrus; 88,57 130,136,140, 180
CityPlace, YW Palm Beach: 180
City Maps,
Fl Lauderdale Expwys; 1894-1506
Jacksanwitle; 163
Kissimmes Expwys: 182-153
Miami Expressways: 194-195
Ovlands Expressways: 152193
Pangacola; 25
Telahasses; 191
Tampi 51, Petersbung; 63
21, Avigeutine; 181
Civil War: 100,108,127, 138,141
Clearwater Marng Agquarkum; 187
Cofiar County; 154
Collier, Barron; 152
Colonlal Spanizn Quarlers; 168
Crohambds County; 101,128
Coquina Building Material 165
Corkacrew Swamp, Marme; 154
Cowitarys; 85
Crab Trag I; 144
Crackor, Flonida; 88,85 132
Crosstown Expy: 11,55,88.143
Cuban Breadd; 184
Dade Batladiald; 140
Dadle, Maj. France; 135-140,161
Cania Beach Huricane: 184

Diriving Lanses; 85
Dirval Coundty; 163
Eau Galis; 175
Edigan, Thomas; 152
Eglin AFE; 116-118
Eight Reale; 176
Ellénban; 144-145
Emanuel Poind Wreck; 120
Emergency Calibomes; 63
Epiphytes; 142,148,157 155
Ezcambia Bay; 119
Baridge (1-10); 119
County; 150
E=fore; 153
Evanglade 80,85, 138-140,154-160
Draining of; 156,181
WWikdlifa A 180
Wandar Gandens; 164
Falling Watara 5P: 115
Fantasy of Flight; 95
Fayar Dykoas SP; 171
Firgs, Farest: 166
Finag, Prascribed | 148
Fisharman's VElags; 151
Flagher County; 171
Flagler, Henry; 97,165,167,171
Florida Aguarhem: 166
Flasida,
12,00 yaars ags; 167
Cavan SF; 114
Mag of all Exprassways; 2-3
Mus of Matwal History; 134
Matisral Camubacy © 141
Farl of Alnca; 177
Fiathonm; 187
Sheniff's Boys Camp; 126
Sporta Hall of Fami: 130
Sun 'n Fun Musewm: 97
Suprame Cowd; 107
Flarida®s Turngike (FTP), 178,189

25 mila Strip Maps: 66
Adminiatratian 189
Con System; 190

Exil Sorvices; 1860
HEFT, 76,161,120
Higtory; 189

Mamas; 189

Sonice Plazas; 190
Spur 3AS1:TE

China is forecasting a trade surplus of $90bn
(£51bn) to $100bn this year, a threefold
increase on 2004's $32bn. The Commerce
Ministry said the surplus would be created by
a predicted 30%. %, $750bn,
compared Wy . N
$660bn. China, trade, @
urplus, commerce,
exports, imports, US,
uan, bank, domestic,

country. China™
yuan against the
permitted it to trade within a narrow
the US wants the yuan to be allowed
freely. However, Beijing has made it ci
it will take its time and tread carefully bé
allowing the yuan to rise further in value.




Query expansion

Query: golf green
Results:
- How can the grass on the greens at a golf course be so perfect?

- For example, a skilled golfer expects to reach the green on a par-four hole in ...
- Manufactures and sells synthetic golf putting greens and mats.

Irrelevant result can cause a ‘topic drift’:

- Volkswagen Golf, 1999, Green, 2000cc, petrol, manual, , hatchback, 94000miles,
2.0 GTi, 2 Registered Keepers, HPI Checked, Air-Conditioning, Front and Rear
Parking Sensors, ABS, Alarm, Alloy

Slide credit: Ondrej Chum



Query Expansion

New query

Chum, Philbin, Sivic, Isard, Zisserman: Total %?i%ae“ii'r'elgi%’voznoé)réj Chum



Query Expansion Step by Step

Query Image Retrieved image Originally not retrieved

Slide credit: Ondrej Chum



Query Expansion Step by Step

Slide credit: Ondrej Chum



Query Expansion Step by Step

Slide credit: Ondrej Chum



Query Expansion Results

Original results (good)




Summary

« Matching local invariant features

— Useful not only to provide matches for multi-view
geometry, but also to find objects and scenes.

« Bag of words representation: quantize feature space to
make discrete set of visual words

— Summarize image by distribution of words
— Index individual words

* Inverted index: pre-compute index to enable faster
search at query time

* Recognition of instances via alignment: matching
local features followed by spatial verification

— Robust fitting : RANSAC, GHT

Kristen Grauman



