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Abstract. In this paper we use ACL2 to formally verify the correctness of an
algorithm used in the analysis of dynamical systems. The algorithm uses inter-
val arithmetic to check that a given vector field is transverse (non-tangential)
to an edge (line segment). Instead of operating on numbers, interval operations
operate on intervals, and they are guaranteed to return an over-approximation
of the actual answer, thereby allowing us to use floating point arithmetic in
a safe way. In this paper we prove that if the algorithm identifies an edge
as transverse, then it is in fact transverse, as long as the underlying interval
arithmetic operations are correctly implemented.

1 Introduction

Differential equations are widely used in Physics, Engineering, Computer Science,
and numerous other fields. Unfortunately, there are no general analytical methods for
solving such equations. Instead, numerical algorithms are used to find approximate
solutions. The development and application of these methods represent a significant
portion of the fields referred to as Numerical Analysis and Scientific Computing. While
in general these techniques are reliable, there are at least two situations in which spe-
cial care concerning the reliability or accuracy of the numerical solution is necessary:
Partial Differential Equations (PDEs) and chaotic dynamics.

Standard numerical methods for PDEs consist in finding a numerical approxima-
tion to the solution on a given grid or finding a projection of the solution on a finite
dimensional space. Although there are techniques for stability and error analysis of
such methods, determining how close the computed solution is to the actual solution
is, in general, difficult. A general approach is to further refine the grid or to increase
the number of nodes in the projection and compare the solutions thus obtained until
the results stabilize. This technique can verify that the numerical methods being used
are stable with respect to the grid size or number of nodes, but gives us no rigorous
information about how close the result is to the actual solution.



Numerical methods also have difficulty identifying unstable objects, such as basin
boundaries or chaotic dynamics. In chaotic dynamics nearby initial conditions give rise
to solutions that drift apart exponentially fast. It means that very small numerical
errors may quickly grow without bounds if care is not taken. This makes it difficult to
accurately solve such systems.

To address such problems with standard numerical methods, Mischaikow and his
group [19] have developed numerical methods based on a topological technique known
as Conley Index Theory [20, 18]. The methods, while computer-intensive, involve in-
terval arithmetic and produce proofs, not numerical approximations. In addition they
can be used to detect several kinds of dynamics. They have been used to find chaotic
dynamics in infinite dimensional maps [5], topological horseshoes [9], fixed points [22],
and bifurcation diagrams [4, 10] for PDEs.

The purpose of this paper is to implement one of these algorithms in ACL2 [15,
16, 14] and to prove its correctness. Since we really want to prove theorems about
the reals, our proof scripts can also be verified with ACL2(r) [7, 8]. The rest of the
paper is structured as follows. In Section 2, we present a brief overview of the theory
mentioned above. In Section 3, we present a detailed description of the algorithm we
are interested in formalizing in ACL2. In Section 4, we describe the formalization
of interval arithmetic in ACL2 and the implementation of the algorithm. Finally, we
conclude in Section 5 and outline future work.

2 Analyzing the Dynamics of Differential Equations

Let f : R
n → R

n be a differentiable function and consider the ordinary differential
equation

ẋ = f(x), x ∈ R
n. (2.1)

Let ϕ : R × R
n → R

n be the flow generated by the vector field f , that is, for a
fixed x0 ∈ R

n the solution of (2.1) with initial condition x(0) = x0 is given by ϕ(t, x0).
The full trajectory of a set S ⊆ R

n is defined by

ϕ(R, S) :=
⋃

t∈R

⋃

x∈S

ϕ(t, x).

We denote the full trajectory of a singleton set {x} ⊆ R
n by ϕ(R, x). A set S ⊆ R

n

is an invariant set under ϕ if

S = ϕ(R, S).

In words a set S ⊆ R
n is invariant if the full trajectory of any x ∈ S, which represents a

curve through x in R
n, is entirely contained in S. We also define the maximal invariant

set in N ⊆ R
n under ϕ as

Inv(N,ϕ) := {x ∈ N | ϕ(R, x) ⊆ N} .

Understanding the dynamics of (2.1) means understanding the structure of its invari-
ant sets. In general we want to understand the structure of the invariant set within
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a given set X ⊆ R
n, that is, we want to understand the structure of Inv(X,ϕ). An

example may help clarify these ideas. For the Van der Pol oscillator

ẋ = y
ẏ = −x + µ(1 − x2)y

(2.2)

the typical solutions (trajectories) in the set X = [−3, 3] × [−3, 3] ⊆ R
2 are shown in

Figure 1 for µ = 1.
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Fig. 1. Phase Portrait of (2.2) for µ = 1.

As we can see in Figure 1 there are four kinds of solution in this region: a periodic
solution (the thick closed curve), a fixed point (the dot in the middle), the curves that
spiral from the fixed point toward the periodic solution, and the curves that come from
outside and spiral toward the periodic solution. In this case we say that the periodic
solution is stable, and the fixed point is unstable. The invariant set in this region (the
set of curves that stay within the region for all times) consists of the periodic trajectory
and all the curves enclosed by it. So in this case the invariant set consists of a stable
periodic trajectory, a unstable fixed point, and connecting orbits between them. That
is the kind of understanding we want to have from a given differential equation. We
want to be able to decide whether there are fixed points, periodic trajectories, or
even more complicated dynamics (like chaotic dynamics). As we mentioned in the
introduction, standard numerical methods may not suffice or may not be reliable, and
so we will use the topological techniques that we now describe. First we need some
definitions.
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A compact set N ⊆ R
n is an isolating neighborhood if

Inv(N,ϕ) ⊆ Int(N),

where Int(N) denotes the interior of N . An invariant set S is called an isolated invari-
ant set if there is an isolating neighborhood N such that S = Inv(N,ϕ). An isolating
neighborhood N is called and isolating block for Inv(N,ϕ) if for every x ∈ ∂N , where
∂N denotes the boundary of N , and every t > 0 we have

ϕ((−t, t), x) 6⊆ N. (2.3)

It is easy to see that condition (2.3) is equivalent to saying that the flow is non-tangent
to ∂N at the point x. More precisely given x ∈ ∂N , let n(x) be a normal vector to
∂N at x. We say that the flow ϕ, or the vector field f , is transverse (non-tangential)
to ∂N at x if

f(x) · n(x) 6= 0,

where
x · y := x1y1 + · · · + xnyn

denotes the dot product of the vectors x = (x1, . . . , xn) and y = (y1, . . . , yn) ∈ R
n.

The dot product give us the following geometric information: The vectors x and y are
orthogonal (perpendicular) iff x · y = 0.

The immediate exit set for N is given by

N− := {x ∈ N | ∀t > 0, ϕ((0, t), x) 6⊆ N}.

If N is an isolating block for Inv(N,ϕ), then the Conley Index [19, 20] of Inv(N,ϕ)
is given by

CH∗(N) := H∗(N,N−),

where H∗(N,N−) denotes the Relative Homology Groups [12] of the sets N and N−.
Once we have the isolating blocks, the Conley Index is used to obtain a precise state-
ment about the dynamics of (2.1) in N .

The two main steps of the algorithm are finding isolating blocks and then comput-
ing the Conley Index. Since we want to produce proofs rather than just numerics, every
step of the algorithm needs to be rigorous in the sense that we need to control round-
off errors and all other sources of numerical imprecision. Once we have the isolating
blocks, the Conley Index can be computed using the software package CHomP [13]. All
the computations in this package are combinatorial in nature, and therefore are free
of numerical errors.

To find isolating blocks we first use numerics to find a candidate block N . In this
step our calculations do not need to be rigorous, as we next check that N actually
is an isolating block. As mentioned above, this consists in checking that the flow is
transverse to the boundary of N . This transversality check is the part of the algorithm
we implemented and certified in ACL2.

Before we describe how the transversality check is done let us discuss a little how
isolating blocks can be found in the context of ODEs. We will describe this by using
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our example (2.2). For more details see [6, 3, 9]. The first step of the algorithm is to
make a polygonal decomposition of the region where one suspects the dynamics of
interest is located. In our example the region of interest is X = [−3, 3] × [−3, 3]. We
use a triangulation of that region (a simplicial complex in higher dimensions) as a first
approximation for this polygonal decomposition. We need this triangulation to give a
good approximation for the flow, which means that the triangles need to be long and
skinny and oriented according to the flow (Figure 2).

Fig. 2. Triangle Shape and Orientation.

Once we have such a triangulation we need to check that the flow is transverse to
each one of the edges. If we can not verify transversality for a given edge, we remove
this edge and make a polygon out of the corresponding neighbors. After we repeat
this process for all edges we will have a polygonal decomposition of X such that the
flow is transverse to each edge. Figure 3 shows a triangulation of X for (2.2) after the
non-transverse edges have been removed.

We then construct a directed graph, where the nodes of the graph are the poly-
gons, and there is a graph edge from polygon P1 to polygon P2 if P1 and P2 share
a polygon edge and the flow goes from P1 toward P2 across this polygon edge. Us-
ing this directed graph we can capture the isolating blocks by finding its non-trivial
strongly connected components. The fact that the flow is transverse to each edge of
the polygonal decomposition guarantees that the strongly connected components are
isolating blocks. For more details see [19, 3, 9].

In our example, after finding the isolating blocks shown in Figure 4, one can use
Conley Index to prove the existence of a fixed point and a periodic orbit for (2.2) in
X.

In the next section we describe in detail how the transversality of a given edge is
checked. Even though in general we are interested in higher dimensions, we are going
to restrict the rest of this paper to two dimensions for the sake of simplicity. However,
the ideas are essentially the same in higher dimensions.
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Fig. 3. Triangulation for (2.2).
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Fig. 4. Isolating Blocks for (2.2).
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3 An Algorithm for Checking Transversality

In this section we describe how we check that the flow is transverse to an edge. Given
and edge uv with endpoints u = (u1, u2) and v = (v1, v2), we define a normal vector
to uv as

n = (u2 − v2, v1 − u1).

We can easily check that n is normal (orthogonal) to uv, by noting that n ·(v−u) = 0.
We want f to be non-tangent to uv at every point p on this edge, this is equivalent to
require that f(p) be non orthogonal to n at p. This reduces the transversality check
at p to the computation of a dot product. The problem is that we need to check
transversality at all points in a given edge. The set of all the points in the edge uv is
given by

{u + λ(v − u) | λ ∈ [0, 1]}.

Therefore to check that f is transverse to the edge uv at a given point is equivalent
to check that

g(λ) := f(u + λ(v − u)) · n 6= 0.

We want to check that f is transverse to the edge uv at all of its points. So we
want to have g(λ) 6= 0 for all λ ∈ [0, 1].

There are two points we need to address. One is that there are infinitely many
λ ∈ [0, 1]. Thus, we cannot possibly try to directly compute g(λ) for all λ ∈ [0, 1].
The second point is that, even for a single λ, we can not simply compute g(λ) using
floating point arithmetic, since, even if λ can be represented as a floating point number,
floating point imprecision makes it difficult to determine with certainty that g(λ) 6= 0.
As we will now describe, we can use interval arithmetic to solve both problems at the
same time.

3.1 Interval Arithmetic

The main idea behind interval arithmetic is to work with intervals instead of single
numbers. Let us first give a mathematical definition of the basic interval operations.
Let [x1, x2] and [y1, y2] represent real-valued intervals. Then we can define the four
basic arithmetic operations on these interval as follows:

[x1, x2] + [y1, y2] := [x1 + y1, x2 + y2] (3.1a)

[x1, x2] − [y1, y2] := [x1 − y1, x2 − y2] (3.1b)

[x1, x2] × [y1, y2] := [min(P ),max(P )] (3.1c)

[x1, x2] / [y1, y2] := [x1, x2] × [1/y2, 1/y1] , if 0 /∈ [y1, y2] (3.1d)

where P := {x1y1, x1y2, x2y1, x2y2}. The fundamental property of these operations is:

[x1, x2] ◦ [y1, y2] = {x ◦ y | x ∈ [x1, x2] , y ∈ [y1, y2]} , (3.2)

where ◦ represents any one of the four operations defined above (+, −, ×, or /).
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We can use interval arithmetic to reduce the computation of g(λ) for all λ ∈ [0, 1]
to one interval computation, or a finite set of interval computations if we divide the
interval [0, 1] into a finite number of segments. However, to make this computationally
feasible, we cannot compute exact answers. Instead, interval arithmetic implementa-
tions compute over-approximations that are guaranteed to contain (but are possibly
larger than) the exact interval result. This is done by using floating point arithmetic
and carefully setting the rounding modes to safe approximations of the intervals on
the right hand side of (3.1).

Therefore, the fundamental property an interval library must satisfy is condition
(3.2) with equality replaced by inclusion, that is,

[x1, x2] ◦ [y1, y2] ⊆ [x1, x2] � [y1, y2] , (3.3)

where � denotes an implementation of the operation ◦. For more details see [21, 11,
2]. The only assumption we make regarding the interval libraries we use is that they
satisfy the above property. For more details about interval arithmetic libraries see [2,
1].

3.2 Using Interval Arithmetic to Check Transversality

Using interval arithmetic we can then rewrite the condition g(λ) 6= 0 for all λ ∈ [0, 1]
as follows.

0 /∈ g([0, 1]). (3.4)

The problem is that we can only compute an over-approximation of g([0, 1]); thus,
even if g(λ) 6= 0 for all λ ∈ [0, 1] we may still have that 0 is in the computed interval.
The key idea to overcoming this problem is that if the length of the interval [a, b]
is very small then the computed interval for g([a, b]) tends to be close to the exact
interval. Therefore, we subdivide the interval [0, 1] into N subintervals, 0 = λ0 ≤ λ1 ≤
· · · ≤ λN−1 ≤ λN = 1, and evaluate g for each of these subintervals; the resulting
condition we have to check is:

0 /∈ g([λk−1, λk]) (3.5)

for each k ∈ {1, · · · , N}. If (3.5) is satisfied for all k ∈ {1, · · · , N}, then we have
that g(λ) 6= 0 for all λ ∈ [0, 1], since the fundamental property of interval arithmetic
guarantees that the actual value is always contained in the computed interval. We
therefore have the algorithm of Figure 5 for checking whether the vector field f is
transverse to the edge with endpoints u = (u1, u2) and v = (v1, v2), where l represents
the partition 0 = λ0 ≤ λ1 ≤ · · · ≤ λN−1 ≤ λN = 1.

We implemented the algorithm of Figure 5 and showed its correctness in ACL2.
The ACL2 implementation is described in the next section.

4 ACL2 Formalization

In this section we describe the implementation and verification of the transversality
algorithm in ACL2. We start, in Section 4.1, by formalizing interval arithmetic in
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function CheckTransversality(f, u1, u2, v1, v2, l)

for k=1 to N do

evaluate g([l(k-1), l(k)])

if g([l(k-1), l(k)]) contains 0

return non-transverse

end if

end for

return transverse

Fig. 5. Algorithm for Transversality Check.

ACL2. Then, in Section 4.2, we formalize and analyze the transversality algorithm.
What follows is a tour through the supporting materials, but note that we omit several
definitions and most of the details of the proofs, as they are readily available online.

4.1 Interval Arithmetic Library

We formalize in ACL2 what it means for an interval arithmetic library to be correct,
with respect to all the arithmetic operations we are interested in. We use encapsulation
for this purpose. Notice that it does not matter how we define the interval operations,
since our intent is not to implement an interval library, but, rather, to prove theorems
that hold about any library that correctly implements interval operations, as per (3.3).

We start by defining the auxiliary functions intervalp and in that check if two
values form an interval and if a value is in a given interval, respectively. We use the
predicate real/rationalp in order to be able to certify our books in both ACL2 and
ACL2(r).

(defun intervalp (x1 x2)

(and (real/rationalp x1)

(real/rationalp x2)

(<= x1 x2)))

(defun in (x x1 x2)

(and (real/rationalp x)

(intervalp x1 x2)

(<= x1 x)

(<= x x2)))

Next we define the basic interval operations. The function i+, i-, and i* take four
arguments representing two intervals and perform the respective operations on them.
They are constrained functions satisfying the condition (3.3).
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(encapsulate

(((i+ * * * *) => (mv * *)))

(local (defun i+ (x1 x2 y1 y2)

(mv (+ x1 y1)

(+ x2 y2))))

(defthm i+ ok

(implies (and (in x x1 x2)

(in y y1 y2))

(mv-let (z1 z2)

(i+ x1 x2 y1 y2)

(in (+ x y) z1 z2)))))

(encapsulate

(((i- * * * *) => (mv * *)))

(local (defun i- (x1 x2 y1 y2)

(mv (- x1 y2)

(- x2 y1))))

(defthm i- ok

(implies (and (in x x1 x2)

(in y y1 y2))

(mv-let (z1 z2)

(i- x1 x2 y1 y2)

(in (- x y) z1 z2)))))

(encapsulate

(((i* * * * *) => (mv * *)))

(local (defun max4 (x1 x2 x3 x4)

(max (max x1 x2)

(max x3 x4))))

(local (defun i* (x1 x2 y1 y2)

(let ((m0 (max4 (abs x1) (abs x2) (abs y1) (abs y2))))

(mv (- (* m0 m0)) (* m0 m0)))))

(defthm i* ok

(implies (and (in x x1 x2)

(in y y1 y2))

(mv-let (z1 z2) (i* x1 x2 y1 y2)

(in (* x y) z1 z2))))

Notice that interval multiplication, i*, is not defined using (3.1), in contrast with
the definitions of i+ and i-, because it is easier to prove i* ok with the above defi-
nition, and all we require is i* ok. Notice also that we do not formalize the quotient
operator on intervals; we did not need it in this application.
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From these basic definitions we can develop a theory of vector operations on inter-
vals. We define the vector field vec fld, which take the vector (x,y) as an argument
and returns another vector. We again use encapsulation because we want our proof
to be valid for any vector field. We also define the interval version of the vector field
i vec fld, which takes four arguments representing an interval vector ([x1,x2],

[y1,y2]), and returns an interval vector.

(encapsulate

(((vec fld * *) => (mv * *))

((i vec fld * * * *) => (mv * * * *)))

(local (defun vec fld (x y)

(let ((u (+ x y))

(w (- x y)))

(mv u w))))

(local (defun i vec fld (x1 x2 y1 y2)

(mv-let (u1 u2)

(i+ x1 x2 y1 y2)

(mv-let (w1 w2)

(i- x1 x2 y1 y2)

(mv u1 u2 w1 w2)))))

(defthm vec fld ok

(implies (and (in x x1 x2)

(in y y1 y2))

(mv-let (u1 u2 w1 w2) (i vec fld x1 x2 y1 y2)

(mv-let (u w) (vec fld x y)

(and (in u u1 u2)

(in w w1 w2))))))

Next, we define the dot product dot, and its interval version i dot. The dot func-
tion takes two vectors (x,y) and (u,v) as input and returns a number. The function
i dot takes two interval vectors ([x1,x2], [y1,y2]) and ([u1,u2], [v1,v2]) as
input and returns an interval.

(defun dot (x y u v)

(+ (* x u) (* y v)))

(defun i dot (x1 x2 y1 y2 u1 u2 v1 v2)

(mv-let (p11 p12)

(i* x1 x2 u1 u2)

(mv-let (p21 p22)

(i* y1 y2 v1 v2)

(mv-let (d1 d2)

(i+ p11 p12 p21 p22)

(mv d1 d2)))))

11



(defthm i dot ok

(let ((idot (i dot x1 x2 y1 y2 u1 u2 v1 v2)))

(implies (and (in x x1 x2)

(in y y1 y2)

(in u u1 u2)

(in v v1 v2))

(in (dot x y u v) (nth 0 idot) (nth 1 idot)))))

To reason about functions which return multiple arguments, we (1) prove a rewrite
rule that replaces mv-nth with nth (they are equal), (2) disable mv-nth, and (3) use a
library for reasoning about nth from [17]. This should explain the nth’s in i dot ok.

We now define the perpendicular of a vector, perp, and prove that the dot product
of a vector with its perpendicular is zero. We also define the interval version of the
perpendicular, i perp. The function perp takes a vector (x,y) as input and returns
a vector orthogonal to it, and i perp takes an interval vector ([x1,x2], [y1,y2])

as input and returns another vector.

(defun perp (x y)

(mv (* -1 y) x))

(defthm perp correct

(let ((perp (perp x y)))

(equal (dot x y (nth 0 perp) (nth 1 perp)) 0)))

(defun i perp (x1 x2 y1 y2)

(mv-let (ny1 ny2)

(i* -1 -1 y1 y2)

(mv ny1 ny2 x1 x2)))

(defthm i perp ok

(let ((perp (perp x y))

(iperp (i perp x1 x2 y1 y2)))

(implies (and (in x x1 x2)

(in y y1 y2))

(and (in (nth 0 perp) (nth 0 iperp) (nth 1 iperp))

(in (nth 1 perp) (nth 2 iperp) (nth 3 iperp))))))

Next, we define a normal vector, normal vec, to a given edge and its interval
version, i normal vec. These functions take two and four arguments as input respec-
tively.

(defun normal vec (u1 u2 v1 v2)

(mv-let (w1 w2)

(perp (- v1 u1) (- v2 u2))

(mv w1 w2)))
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(defun i normal vec (u1 u2 v1 v2)

(mv-let (x1 x2)

(i- v1 v1 u1 u1)

(mv-let (y1 y2)

(i- v2 v2 u2 u2)

(mv-let (w11 w12 w21 w22)

(i perp x1 x2 y1 y2)

(mv w11 w12 w21 w22)))))

(defthm i normal vec ok

(let ((nvec (normal vec u1 u2 v1 v2))

(invec (i normal vec u1 u2 v1 v2)))

(implies (and (real/rationalp u1)

(real/rationalp u2)

(real/rationalp v1)

(real/rationalp v2))

(and (in (nth 0 nvec) (nth 0 invec) (nth 1 invec))

(in (nth 1 nvec) (nth 2 invec) (nth 3 invec))))))

4.2 Algorithm Formalization

Using the interval and interval vector operations defined above we can now imple-
ment the algorithm for checking transversality. Given points u = (u1, u2), v = (v1, v2),
λ ∈ [0, 1], and 0 ≤ λ1 ≤ λ2 ≤ 1 we compute the point uvλ := u + λ(v − u) on the
edge uv using the function edge lbda, and the points corresponding to the interval
computation uv[λ1,λ2] := u + [λ1, λ2](v − u) using the function i edge lbda. We then
prove that uvλ ∈ uv[λ1,λ2] if λ ∈ [λ1, λ2].

(defun edge lbda (u1 u2 v1 v2 lbda)

(mv-let (y1 y2)

(vect lbda u1 u2 v1 v2 lbda)

(mv (+ u1 y1) (+ u2 y2))))

(defun i edge lbda (u1 u2 v1 v2 l1 l2)

(mv-let (z11 z12 z21 z22)

(i vect lbda u1 u2 v1 v2 l1 l2)

(mv-let (y11 y12)

(i+ u1 u1 z11 z12)

(mv-let (y21 y22)

(i+ u2 u2 z21 z22)

(mv y11 y12 y21 y22)))))
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(defthm i edge lbda ok

(let ((iuv (i edge lbda u1 u2 v1 v2 l1 l2))

(uv (edge lbda u1 u2 v1 v2 lbda)))

(let ((y11 (nth 0 iuv))

(y12 (nth 1 iuv))

(y21 (nth 2 iuv))

(y22 (nth 3 iuv))

(y1 (nth 0 uv))

(y2 (nth 1 uv)))

(implies (and (real/rationalp u1)

(real/rationalp u2)

(real/rationalp v1)

(real/rationalp v2)

(unitsubintervalp l1 l2)

(in lbda l1 l2))

(and (in y1 y11 y12)

(in y2 y21 y22))))))

The function check trans lbda returns true if the flow is transverse to the edge
uv at the point uvλ, and the function i check trans lbda returns true if the interval
computations indicate that flow is transverse to uv[λ1,λ2].

(defun check trans lbda (u1 u2 v1 v2 lbda)

(and (real/rationalp u1)

(real/rationalp u2)

(real/rationalp v1)

(real/rationalp v2)

(in lbda 0 1)

(mv-let (n1 n2)

(normal vec u1 u2 v1 v2)

(mv-let (y1 y2)

(edge lbda u1 u2 v1 v2 lbda)

(mv-let (f1 f2)

(vec fld y1 y2)

(not (equal (dot f1 f2 n1 n2) 0)))))))

(defun i check trans lbda (u1 u2 v1 v2 l1 l2)

(and (real/rationalp u1)

(real/rationalp u2)

(real/rationalp v1)

(real/rationalp v2)

(unitsubintervalp l1 l2)

(mv-let (n11 n12 n21 n22)

(i normal vec u1 u2 v1 v2)

(mv-let (y11 y12 y21 y22)

(i edge lbda u1 u2 v1 v2 l1 l2)

(mv-let (f11 f12 f21 f22)

(i vec fld y11 y12 y21 y22)

(mv-let (dot1 dot2)

(i dot f11 f12 f21 f22 n11 n12 n21 n22)

(not (in 0 dot1 dot2))))))))

14



We now prove that if i check trans lbda returns true and λ ∈ [λ1, λ2] then
check trans lbda is also true.

(defthm edge trans l1 l2

(implies (and (i check trans lbda u1 u2 v1 v2 l1 l2)

(in lbda l1 l2))

(check trans lbda u1 u2 v1 v2 lbda)))

The function (i check trans u1 u2 v1 v2 l) is used to check if the flow is trans-
verse to uv[λk−1,λk] for all [λk−1, λk] in the unit-partition l, 0 = λ0 ≤ λ1 ≤ · · · ≤
λN−1 ≤ λN = 1.

(defun i check trans (u1 u2 v1 v2 l)

(if (endp (cddr l))

(i check trans lbda u1 u2 v1 v2 (car l) (cadr l))

(and (i check trans lbda u1 u2 v1 v2 (car l) (cadr l))

(i check trans u1 u2 v1 v2 (cdr l)))))

Finally we prove that if (in lbda 0 1), l is a unit partition, all of u1, u2, v1,
and v2 are real/rationalp’s, and (i check trans u1 u2 v1 v2 l), then we have
(check trans lbda u1 u2 v1 v2 lbda), that is, the flow is transverse at every point
uvλ for λ ∈ [0, 1], which is our main theorem.

(defthm edge trans f

(implies (and (in lbda 0 1)

(unit-partition l)

(real/rationalp-hyps u1 u2 v1 v2)

(i check trans u1 u2 v1 v2 l))

(check trans lbda u1 u2 v1 v2 lbda)))

5 Conclusions

We have described an algorithm that can be used to analyze differential equations.
The algorithm is interesting in that it uses floating point operations, yet it can still
be used to give precise results, i.e., proofs. The reason is that instead of operating on
numbers, it operates on intervals, using interval arithmetic. A correct implementation
of the interval arithmetic operations is guaranteed to return an over-approximation
of the actual answer, which is what saves us from precision errors. We used ACL2 to
formalize interval arithmetic and the algorithm. Furthermore, we proved that if the
algorithm identifies an edge as transverse, then it is in fact transverse.

There are several ways in which we plan to extend this work. First, we intend to
integrate an interval arithmetic library into ACL2 and ACL2(r), which would allow us
to compute with the reals and to prove (simple) theorems via computation. Second, we
plan to verify a generalization of the algorithm presented here that works for arbitrary
dimensions. Finally, we propose to implement and verify an executable version of the
generalized algorithm in ACL2, so that the code we verify is the code we run.
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