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This paper provides an introductory overview of the Cell
multiprocessor. Cell represents a revolutionary extension of
conventional microprocessor architecture and organization. The
paper discusses the history of the project, the program objectives
and challenges, the design concept, the architecture and
programming models, and the implementation.

Introduction: History of the project
Initial discussion on the collaborative effort to develop

Cell began with support from CEOs from the Sony

and IBM companies: Sony as a content provider and

IBM as a leading-edge technology and server company.

Collaboration was initiated among SCEI (Sony

Computer Entertainment Incorporated), IBM, for

microprocessor development, and Toshiba, as a

development and high-volume manufacturing technology

partner. This led to high-level architectural discussions

among the three companies during the summer of 2000.

During a critical meeting in Tokyo, it was determined

that traditional architectural organizations would not

deliver the computational power that SCEI sought

for their future interactive needs. SCEI brought to

the discussions a vision to achieve 1,000 times the

performance of PlayStation2** [1, 2]. The Cell objectives

were to achieve 100 times the PlayStation2 performance

and lead the way for the future. At this stage of the

interaction, the IBM Research Division became involved

for the purpose of exploring new organizational

approaches to the design. IBM process technology was

also involved, contributing state-of-the-art 90-nm process

with silicon-on-insulator (SOI), low-k dielectrics, and

copper interconnects [3]. The new organization would

make possible a digital entertainment center that would

bring together aspects from broadband interconnect,

entertainment systems, and supercomputer structures.

During this interaction, a wide variety of multi-core

proposals were discussed, ranging from conventional

chip multiprocessors (CMPs) to dataflow-oriented

multiprocessors.

By the end of 2000 an architectural concept had been

agreed on that combined the 64-bit Power Architecture*

[4] with memory flow control and ‘‘synergistic’’

processors in order to provide the required

computational density and power efficiency. After

several months of architectural discussion and contract

negotiations, the STI (SCEI–Toshiba–IBM) Design

Center was formally opened in Austin, Texas, on

March 9, 2001. The STI Design Center represented

a joint investment in design of about $400,000,000.

Separate joint collaborations were also set in place

for process technology development.

A number of key elements were employed to drive the

success of the Cell multiprocessor design. First, a holistic

design approach was used, encompassing processor

architecture, hardware implementation, system

structures, and software programming models. Second,

the design center staffed key leadership positions from

various IBM sites. Third, the design incorporated

many flexible elements ranging from reprogrammable

synergistic processors to reconfigurable I/O interfaces

in order to support many systems configurations with

one high-volume chip.

Although the STI design center for this ambitious,

large-scale project was based in Austin (with IBM, the

Sony Group, and Toshiba as partners), the following

IBM sites were also critical to the project: Rochester,

Minnesota; Yorktown Heights, New York; Boeblingen

(Germany); Raleigh, North Carolina; Haifa (Israel);

Almaden, California; Bangalore (India); Yasu (Japan);

Burlington, Vermont; Endicott, New York; and a joint

technology team located in East Fishkill, New York.

Program objectives and challenges
The objectives for the new processor were the following:

� Outstanding performance, especially on game/

multimedia applications.
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� Real-time responsiveness to the user and the network.
� Applicability to a wide range of platforms.
� Support for introduction in 2005.

Outstanding performance, especially on

game/multimedia applications

The first of these objectives, outstanding performance,

especially on game/multimedia applications, was expected

to be challenged by limits on performance imposed by

memory latency and bandwidth, power (even more than

chip size), and diminishing returns from increased

processor frequencies achieved by reducing the amount

of work per cycle while increasing pipeline depth.

The first major barrier to performance is increased

memory latency as measured in cycles, and latency-

induced limits on memory bandwidth. Also known as the

‘‘memory wall’’ [5], the problem is that higher processor

frequencies are not met by decreased dynamic random

access memory (DRAM) latencies; hence, the effective

DRAM latency increases with every generation. In a

multi-GHz processor it is common for DRAM latencies

to be measured in the hundreds of cycles; in symmetric

multiprocessors with shared memory, main memory

latency can tend toward a thousand processor cycles.

A conventional microprocessor with conventional

sequential programming semantics will sustain only a

limited number of concurrent memory transactions. In

a sequential model, every instruction is assumed to be

completed before execution of the next instruction begins.

If a data or instruction fetch misses in the caches,

resulting in an access to main memory, instruction

processing can only proceed in a speculative manner,

assuming that the access to main memory will succeed.

The processor must also record the non-speculative state

in order to safely be able to continue processing. When a

dependency on data from a previous access that missed in

the caches arises, even deeper speculation is required in

order to continue processing. Because of the amount

of administration required every time computation is

continued speculatively, and because the probability that

useful work is being speculatively completed decreases

rapidly with the number of times the processor must

speculate in order to continue, it is very rare to see more

than a few speculative memory accesses being performed

concurrently on conventional microprocessors. Thus, if a

microprocessor has, e.g., eight 128-byte cache-line fetches

in flight (a very optimistic number) and memory latency is

1,024 processor cycles, the maximum sustainable memory

bandwidth is still a paltry one byte per processor cycle. In

such a system, memory bandwidth limitations are

latency-induced, and increasing memory bandwidth at

the expense of memory latency can be counterproductive.

The challenge therefore is to find a processor organization

that allows for more memory bandwidth to be used

effectively by allowing more memory transactions to be in

flight simultaneously.

Power and power density in CMOS processors have

increased steadily to a point at which we find ourselves

once again in need of the sophisticated cooling techniques

we had left behind at the end of the bipolar era [6].

However, for consumer applications, the size of the box,

the maximum airspeed, and the maximum allowable

temperature for the air leaving the system impose

fundamental first-order limits on the amount of power

that can be tolerated, independent of engineering

ingenuity to improve the thermal resistance. With respect

to technology, the situation is worse this time for two

reasons. First, the dimensions of the transistors are

now so small that tunneling through the gate and sub-

threshold leakage currents prevent following constant-

field scaling laws and maintaining power density for

scaled designs [7]. Second, an alternative lower-power

technology is not available. The challenge is therefore

to find means to improve power efficiency along with

performance [8].

A third barrier to improving performance stems

from the observation that we have reached a point

of diminishing return for improving performance by

further increasing processor frequencies and pipeline

depth [9]. The problem here is that when pipeline depths

are increased, instruction latencies increase owing to the

overhead of an increased number of latches. Thus, the

performance gained by the increased frequency, and

hence the ability to issue more instructions in any given

amount of time, must exceed the time lost due to the

increased penalties associated with the increased

instruction execution latencies. Such penalties include

instruction issue slots1 that cannot be utilized because

of dependencies on results of previous instructions

and penalties associated with mispredicted branch

instructions. When the increase in frequency cannot be

fully realized because of power limitations, increased

pipeline depth and therefore execution latency can

degrade rather than improve performance. It is worth

noting that processors designed to issue one or two

instructions per cycle can effectively and efficiently sustain

higher frequencies than processors designed to issue

larger numbers of instructions per cycle. The challenge is

therefore to develop processor microarchitectures and

implementations that minimize pipeline depth and that

can efficiently use the issue slots available to them.

Real-time responsiveness to the user and the

network

From the beginning, it was envisioned that the Cell

processor should be designed to provide the best possible

1 An instruction issue slot is an opportunity to issue an instruction.
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experience to the human user and the best possible

response to the network. This ‘‘outward’’ focus differs

from the ‘‘inward’’ focus of processor organizations that

stem from the era of batch processing, when the primary

concern was to keep the central processor unit busy. As

all game developers know, keeping the players satisfied

means providing continuously updated (real-time)

modeling of a virtual environment with consistent and

continuous visual and sound and other sensory feedback.

Therefore, the Cell processor should provide extensive

real-time support. At the same time we anticipated that

most devices in which the Cell processor would be used

would be connected to the (broadband) Internet. At an

early stage we envisioned blends of the content (real or

virtual) as presented by the Internet and content from

traditional game play and entertainment. This requires

concurrent support for real-time operating systems

and the non-real-time operating systems used to run

applications to access the Internet. Being responsive to

the Internet means not only that the processor should

be optimized for handling communication-oriented

workloads; it also implies that the processor should be

responsive to the types of workloads presented by the

Internet. Because the Internet supports a wide variety of

standards, such as the various standards for streaming

video, any acceleration function must be programmable

and flexible. With the opportunities for sharing data and

computation power come the concerns of security, digital

rights management, and privacy.

Applicability to a wide range of platforms

The Cell project was driven by the need to develop a

processor for next-generation entertainment systems.

However, a next-generation architecture with strength

in the game/media arena that is designed to interface

optimally with a user and broadband network in real time

could, if architected and designed properly, be effective in

a wide range of applications in the digital home and

beyond. The Broadband Processor Architecture [10] is

intended to have a life well beyond its first incarnation

in the first-generation Cell processor. In order to extend

the reach of this architecture, and to foster a software

development community in which applications are

optimized to this architecture, an open (Linux**-based)

software development environment was developed along

with the first-generation processor.

Support for introduction in 2005

The objective of the partnership was to develop this new

processor with increased performance, responsiveness,

and security, and to be able to introduce it in 2005. Thus,

only four years were available to meet the challenges

outlined above. A concept was needed that would

allow us to deliver impressive processor performance,

responsiveness to the user and network, and the flexibility

to ensure a broad reach, and to do this without making

a complete break with the past. Indications were that a

completely new architecture can easily require ten years

to develop, especially if one includes the time required for

software development. Hence, the Power Architecture*

was used as the basis for Cell.

Design concept and architecture
The Broadband Processor Architecture extends the 64-bit

Power Architecture with cooperative offload processors

(‘‘synergistic processors’’), with the direct memory

access (DMA) and synchronization mechanisms to

communicate with them (‘‘memory flow control’’),

and with enhancements for real-time management.

The first-generation Cell processor (Figure 1) combines

a dual-threaded, dual-issue, 64-bit Power-Architecture-

compliant Power processor element (PPE) with eight

newly architected synergistic processor elements (SPEs)

[11], an on-chip memory controller, and a controller

for a configurable I/O interface. These units are

interconnected with a coherent on-chip element

interconnect bus (EIB). Extensive support for pervasive

functions such as power-on, test, on-chip hardware

debug, and performance-monitoring functions is also

included.

The key attributes of this concept are the following:

� A high design frequency (small number of gates per

cycle), allowing the processor to operate at a low

voltage and low power while maintaining high

frequency and high performance.
� Power Architecture compatibility to provide a

conventional entry point for programmers, for

virtualization, multi-operating-system support, and

the ability to utilize IBM experience in designing

and verifying symmetric multiprocessors.
� Single-instruction, multiple-data (SIMD)

architecture, supported by both the vector media

extensions on the PPE and the instruction set of the

SPEs, as one of the means to improve game/media

and scientific performance at improved power

efficiency.
� A power- and area-efficient PPE that supports the

high design frequency.
� SPEs for coherent offload. SPEs have local memory,

asynchronous coherent DMA, and a large unified

register file to improve memory bandwidth and to

provide a new level of combined power efficiency and

performance. The SPEs are dynamically configurable

to provide support for content protection and

privacy.
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� A high-bandwidth on-chip coherent bus and high

bandwidth memory to deliver performance on

memory-bandwidth-intensive applications and to

allow for high-bandwidth on-chip interactions

between the processor elements. The bus is coherent

to allow a single address space to be shared by the

PPEs and SPEs for efficient communication and ease

of programming.
� High-bandwidth flexible I/O configurable to support

a number of system organizations, including a single-

chip configuration with dual I/O interfaces and a

‘‘glueless’’ coherent dual-processor configuration that

does not require additional switch chips to connect

the two processors.
� Full-custom modular implementation to maximize

performance per watt and performance per square

millimeter of silicon and to facilitate the design of

derivative products.
� Extensive support for chip power and thermal

management, manufacturing test, hardware and

software debugging, and performance analysis.
� High-performance, low-cost packaging technology.
� High-performance, low-power 90-nm SOI

technology.

High design frequency and low supply voltage

To deliver the greatest possible performance, given a

silicon and power budget, one challenge is to co-optimize

the chip area, design frequency, and product operating

voltage. Since efficiency improves dramatically (faster

than quadratic) when the supply voltage is lowered,

performance at a power budget can be improved by using

more transistors (larger chip) while lowering the supply

voltage. In practice the operating voltage has a minimum,

often determined by on-chip static RAM, at which the

chip ceases to function correctly. This minimum

operating voltage, the size of the chip, the switching

factors that measure the percentage of transistors that

will dissipate switching power in a given cycle, and

technology parameters such as capacitance and leakage

currents determine the power the processor will dissipate

as a function of processor frequency. Conversely, a power

budget, a given technology, a minimum operating

voltage, and a switching factor allow one to estimate a

maximum operating frequency for a given chip size. As

long as this frequency can be achieved without making

the design so inefficient that one would be better off with

a smaller chip operating at a higher supply voltage, this is

the design frequency the project should aim to achieve. In

other words, an optimally balanced design will operate at

the minimum voltage supported by the circuits and at the

maximum frequency at that minimum voltage. The chip

should not exceed the maximum power tolerated by the

application. In the case of the Cell processor, having

eliminated most of the barriers that cause inefficiency in

high-frequency designs, the initial design objective was

a cycle time no more than that of ten fan-out-of-four

Figure 1

(a) Cell processor block diagram and (b) die photo. The first 
generation Cell processor contains a power processor element 
(PPE) with a Power core, first- and second-level caches (L1 and 
L2), eight synergistic processor elements (SPEs) each containing 
a direct memory access (DMA) unit, a local store memory (LS) 
and execution units (SXUs), and memory and bus interface 
controllers, all interconnected by a coherent on-chip bus. (Cell die 
photo courtesy of Thomas Way, IBM Burlington.)
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inverters (10 FO4). This was later adjusted to 11 FO4

when it became clear that removing that last FO4 would

incur a substantial area and power penalty.

Power Architecture compatibility

The Broadband Processor Architecture maintains full

compatibility with 64-bit Power Architecture [4]. The

implementation on the Cell processor has aimed to

include all recent innovations of Power technology such

as virtualization support and support for large page sizes.

By building on Power and by focusing the innovation on

those aspects of the design that brought new advantages,

it became feasible to complete a complex new design on a

tight schedule. In addition, compatibility with the Power

Architecture provides a base for porting existing software

(including the operating system) to Cell. Although

additional work is required to unlock the performance

potential of the Cell processor, existing Power

applications can be run on the Cell processor without

modification.

Single-instruction, multiple-data architecture

The Cell processor uses a SIMD organization in the

vector unit on the PPE and in the SPEs. SIMD units

have been demonstrated to be effective in accelerating

multimedia applications and, because all mainstream PC

processors now include such units, software support,

including compilers that generate SIMD instructions for

code not explicitly written to use SIMD, is maturing. By

opting for the SIMD extensions in both the PPE and the

SPE, the task of developing or migrating software to Cell

has been greatly simplified. Typically, an application may

start out to be single-threaded and not to use SIMD. A

first step to improving performance may be to use SIMD

on the PPE, and a typical second step is to make use

of the SPEs. Although the SIMD architecture on the

SPEs differs from the one on the PPE, there is enough

overlap so that programmers can reasonably construct

programs that deliver consistent performance on both

the PPE and (after recompilation) on the SPEs. Because

the single-threaded PPE provides a debugging and

testing environment that is (still) most familiar, many

programmers prefer this type of approach to

programming Cell.

Power processor element

The PPE (Figure 2) is a 64-bit Power-Architecture-

compliant core optimized for design frequency and power

efficiency. While the processor matches the 11 FO4 design

frequency of the SPEs on a fully compliant Power

processor, its pipeline depth is only 23 stages, significantly

less than what one might expect for a design that

reduces the amount of time per stage by nearly a factor

of 2 compared with earlier designs [12, 13]. The

microarchitecture and floorplan of this processor avoid

long wires and limit the amount of communication delay

in every cycle and can therefore be characterized as

‘‘short-wire.’’ The design of the PPE is simplified in

comparison to more recent four-issue out-of-order

processors. The PPE is a dual-issue design that does not

dynamically reorder instructions at issue time (e.g., ‘‘in-

order issue’’). The core interleaves instructions from two

computational threads at the same time to optimize the

use of issue slots, maintain maximum efficiency, and

reduce pipeline depth. Simple arithmetic functions

execute and forward their results in two cycles. Owing

to the delayed-execution fixed-point pipeline, load

instructions also complete and forward their results

in two cycles. A double-precision floating-point

instruction executes in ten cycles.

The PPE supports a conventional cache hierarchy

with 32-KB first-level instruction and data caches and

a 512-KB second-level cache. The second-level cache

and the address-translation caches use replacement

management tables to allow the software to direct entries

with specific address ranges at a particular subset of the

cache. This mechanism allows for locking data in the

cache (when the size of the address range is equal to the

size of the set) and can also be used to prevent overwriting

data in the cache by directing data that is known to be

used only once at a particular set. Providing these

functions enables increased efficiency and increased

real-time control of the processor.

The processor provides two simultaneous threads of

execution within the processor and can be viewed as a

two-way multiprocessor with shared dataflow. This gives

software the effective appearance of two independent

processing units. All architected states are duplicated,

including all architected registers and special-purpose

registers, with the exception of registers that deal with

system-level resources, such as logical partitions,

memory, and thread control. Non-architected resources

such as caches and queues are generally shared for both

threads, except in cases where the resource is small or

offers a critical performance improvement to

multithreaded applications.

The processor is composed of three units [Figure 2(a)].

The instruction unit (IU) is responsible for instruction

fetch, decode, branch, issue, and completion. A fixed-

point execution unit (XU) is responsible for all fixed-

point instructions and all load/store-type instructions.

A vector scalar unit (VSU) is responsible for all vector

and floating-point instructions.

The IU fetches four instructions per cycle per thread

into an instruction buffer and dispatches the instructions

from this buffer. After decode and dependency checking,

instructions are dual-issued to an execution unit. A

4-KB by 2-bit branch history table with 6 bits of global
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Figure 2

Power processor element (a) major units and (b) pipeline diagram. Instruction fetch and decode fetches and decodes four instructions in 
parallel from the first-level instruction cache for two simultaneously executing threads in alternating cycles. When both threads are active, 
two instructions from one of the threads are issued in program order in alternate cycles. The core contains one instance of each of the major 
execution units (branch, fixed-point, load/store, floating-point (FPU), and vector-media (VMX). Processing latencies are indicated in part (b) 
[color-coded to correspond to part (a)]. Simple fixed-point instructions execute in two cycles. Because execution of fixed-point instructions 
is delayed, load to use penalty is limited to one cycle. Branch miss penalty is 23 cycles and is comparable to the penalty in designs with a much 
lower operating frequency.
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history per thread is used to predict the outcome of

branches. The IU can issue up to two instructions per

cycle. All dual-issue combinations are possible except for

two instructions to the same unit and the following

exceptions. Simple vector, complex vector, vector

floating-point, and scalar floating-point arithmetic cannot

be dual-issued with the same type of instructions (for

example, a simple vector with a complex vector is not

allowed). However, these instructions can be dual-issued

with any other form of load/store, fixed-point branch, or

vector-permute instruction. A VSU issue queue decouples

the vector and floating-point pipelines from the remaining

pipelines. This allows vector and floating-point

instructions to be issued out of order with respect to

other instructions.

The XU consists of a 32- by 64-bit general-purpose

register file per thread, a fixed-point execution unit, and

a load/store unit. The load/store unit consists of the L1

D-cache, a translation cache, an eight-entry miss queue,

and a 16-entry store queue. The load/store unit supports a

non-blocking L1 D-cache which allows cache hits under

misses.

The VSU floating-point execution unit consists of a 32-

by 64-bit register file per thread, as well as a ten-stage

double-precision pipeline. The VSU vector execution

units are organized around a 128-bit dataflow. The vector

unit contains four subunits: simple, complex, permute,

and single-precision floating point. There is a 32-entry by

128-bit vector register file per thread, and all instructions

are 128-bit SIMD with varying element width (23 64-bit,

43 32-bit, 83 16-bit, 163 8-bit, and 1283 1-bit).

Synergistic processing element

The SPE [11] implements a new instruction-set

architecture optimized for power and performance on

computing-intensive and media applications. The SPE

(Figure 3) operates on a local store memory (256 KB)

that stores instructions and data. Data and instructions

are transferred between this local memory and system

memory by asynchronous coherent DMA commands,

executed by the memory flow control unit included in

each SPE. Each SPE supports up to 16 outstanding DMA

commands. Because these coherent DMA commands use

the same translation and protection governed by the page

and segment tables of the Power Architecture as the PPE,

addresses can be passed between the PPE and SPEs, and

the operating system can share memory and manage all of

the processing resources in the system in a consistent

manner. The DMA unit can be programmed in one of

three ways: 1) with instructions on the SPE that insert

DMA commands in the queues; 2) by preparing (scatter-

gather) lists of commands in the local store and issuing

a single ‘‘DMA list’’ of commands; or 3) by inserting

commands in the DMA queue from another processor

in the system (with the appropriate privilege) by using

store or DMA-write commands. For programming

convenience, and to allow local-store-to-local-store DMA

transactions, the local store is mapped into the memory

map of the processor, but this memory (if cached) is not

coherent in the system.

The local store organization introduces another level of

memory hierarchy beyond the registers that provide local

storage of data in most processor architectures. This is

to provide a mechanism to combat the ‘‘memory wall,’’

since it allows for a large number of memory transactions

to be in flight simultaneously without requiring the deep

speculation that drives high degrees of inefficiency

on other processors. With main memory latency

approaching a thousand cycles, the few cycles it takes to

set up a DMA command becomes acceptable overhead to

access main memory. Obviously, this organization of the

processor can provide good support for streaming, but

because the local store is large enough to store more than

a simple streaming kernel, a wide variety of programming

models can be supported, as discussed later.

The local store is the largest component in the SPE,

and it was important to implement it efficiently [14]. A

single-port SRAM cell is used to minimize area. In order

to provide good performance, in spite of the fact that the

local store must arbitrate among DMA reads, writes,

instruction fetches, loads, and stores, the local store was

designed with both narrow (128-bit) and wide (128-byte)

read and write ports. The wide access is used for DMA

reads and writes as well as instruction (pre)fetch. Because

a typical 128-byte DMA read or write requires 16

processor cycles to place the data on the on-chip coherent

bus, even when DMA reads and writes occur at full

bandwidth, seven of every eight cycles remain available

for loads, stores, and instruction fetch. Similarly,

instructions are fetched 128 bytes at a time, and pressure

on the local store is minimized. The highest priority is

given to DMA commands, the next highest priority to

loads and stores, and instruction (pre)fetch occurs

whenever there is a cycle available. A special no-

operation instruction exists to force the availability

of a slot to instruction fetch when necessary.

The execution units of the SPU are organized around

a 128-bit dataflow. A large register file with 128 entries

provides enough entries to allow a compiler to reorder

large groups of instructions in order to cover instruction

execution latencies. There is only one register file, and all

instructions are 128-bit SIMD with varying element width

(23 64-bit, 43 32-bit, 83 16-bit, 163 8-bit, and 1283

1-bit). Up to two instructions are issued per cycle; one issue

slot supports fixed- and floating-point operations and the

other provides loads/stores and a byte permutation

operation as well as branches. Simple fixed-point

operations take two cycles, and single-precision floating-
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point and load instructions take six cycles. Two-way

SIMD double-precision floating point is also supported,

but the maximum issue rate is one SIMD instruction per

seven cycles. All other instructions are fully pipelined.

To limit hardware overhead for branch speculation,

branches can be ‘‘hinted’’ by the programmer or compiler.

The branch hint instruction notifies the hardware of an

upcoming branch address and branch target, and the

hardware responds (assuming that local store slots are

available) by pre-fetching at least seventeen instructions

at the branch target address. A three-source bitwise select

instruction can be used to further eliminate branches

from the code.

The control area makes up only 10–15% of the area

of the 10-mm2 SPE core, and yet several applications

achieve near-peak performance on this processor. The

entire SPE is only 14.5 mm2 and dissipates only a few

watts even when operating at multi-GHz frequencies.

High-bandwidth on-chip coherent fabric and

high-bandwidth memory

With the architectural improvements that remove the

latency-induced limitation on bandwidth, the next

challenge is to make significant improvements in

delivering bandwidth to main memory and bandwidth

between the processing elements and interfaces within the

Figure 3

Synergistic processor element (a) organization and (b) pipeline diagram. Central to the synergistic processor is the 256-KB local store SRAM. 
The local store supports both 128-byte access from direct memory access (DMA) read and write, as well as instruction fetch, and a 16-byte 
interface for load and store operations. The instruction issue unit buffers and pre-fetches instructions and issues up to two instructions per 
cycle. A 6-read, 2-write port register file provides both execution pipes with 128-bit operands and stores the results. Instruction execution 
latency is two cycles for simple fixed-point instructions and six cycles for both load and single-precision floating-point instructions. Instruc-
tions are staged in an operand-forwarding network for up to six additional cycles; all execution units write their results in the register file in 
the same stage. The penalty for mispredicted branches is 18 cycles.
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Cell processor. Memory bandwidth at a low system cost

is improved on the first-generation Cell processor by

using next-generation Rambus XDR** DRAM memory

[15]. This memory delivers 12.8 GB/s per 32-bit memory

channel, and two of these channels are supported on the

Cell processor for a total bandwidth of 25.6 GB/s. Since

the internal fabric on the chip delivers nearly an order of

magnitude more bandwidth (96 bytes per cycle at peak),

there is almost no perceivable contention on DMA

transfers between units within the chip.

High-bandwidth flexible I/O

In order to build effective dual-processor systems and

systems with a high-bandwidth I/O-connected accelerator

as well as an I/O-connected system interface chip, Cell

is designed with a high-bandwidth configurable I/O

interface. At the physical layer, a total of seven transmit

and five receive Rambus RRAC FlexIO** bytes [16] can

be dedicated to up to two separate logical interfaces, one

of which can be configured to operate as a coherent

interface. Thus, the Cell processor supports multiple

high-bandwidth system configurations (Figure 4).

Full-custom implementation

The first-generation Cell processor is a highly optimized

full-custom high-frequency, low-power implementation

of the architecture [17]. Cell is a system on a chip;

however, unlike most SoCs, Cell has been designed with

a full-custom design methodology. Some aspects of the

physical design stand out in comparison with previous

full-custom efforts:

� Several latch families, ranging from a more

conventional static latch to a dynamic latch with

integrated function to a pulsed latch that minimizes

insertion delay. Most chip designs standardize on a

single latch type and do not achieve the degree of

optimization that is possible with this wide a choice.

To manage the design and timing complexities

associated with such a large number of latches, all

latches share a common block that generates the local

clocking signals that control the latch elements. The

latches support only limited use of cycle-stealing,

simplifying the design process.
� Extensive custom design on the wires. Several of the

larger buses are fully engineered, controlling wiring

levels and wire placement and using noise-reduction

techniques such as wire twisting, and can be regarded

as full-custom wire-only macros. A large fraction

of the remaining wires are manually controlled

to run preferentially on specific wiring layers. With

transistors improving more rapidly than wires from

one technology to the next, more of the engineering

resource must be spent on managing and controlling

wires than in the past.
� A design methodology which ensures that synthesized

(usually control logic) macros are modified, timed, and

analyzed at the transistor level consistently with custom

designs. This allows macros to be changed smoothly

from synthesized to custom. Among other

advantages, this requires all macros to have

corresponding transistor schematics.
� Extensive chip electrical and thermal engineering for

power distribution and heat dissipation. Whereas

previous projects would do the bulk of this analysis

on the basis of static models, this project required

pattern (program)-dependent analysis of the power

dissipation and used feedback from these analysis

tools to drive the design. Fine-grained clock gating

was utilized to activate sections of logic only when

they were needed. Multiple thermal sensors in the chip

Figure 4

Cell system configuration options: (a) Base configuration for 
small systems. (b) “Glueless” two-way symmetric multiprocessor. 
(c) Four-way symmetric multiprocessor. (IOIF: Input–output 
interface; BIF:  broadband interface.)

Cell
processor

Cell
processor

XDR XDR

XDR XDR XDR XDR

IOIF BIF IOIF

XDR XDR XDR XDR

BIF

BIF
Switch

Cell
processor

Cell
processor

XDR XDR XDR XDR

Cell
processor

Cell
processor

Cell
processor

(a)

(b)

(c)

IOIF

IOIF

IOIF

IOIF

IOIF0 IOIF1

IBM J. RES. & DEV. VOL. 49 NO. 4/5 JULY/SEPTEMBER 2005 J. A. KAHLE ET AL.

597



allow much more detailed thermal management than

was common in previous state-of-the-art designs.

� A focus on modularity in the physical design and

interfaces such that derivative products with varying

numbers of PPEs and SPEs can be constructed with

significantly reduced effort. Standardized interfaces

include not only the on-chip coherent bus, but also

interfaces for test and hardware debug functions.

Clock distribution, power distribution, and C4

placement are modular, so that the SPE has to

be integrated only once.

� Multiple highly engineered clock grids. Whereas

multiple clocks are commonly used in ASIC SoCs, it is

not common to have multiple highly engineered clock

distributions with skews controlled to about 10 ps.

Extensive pervasive functionality

The Cell processor includes a significant amount of

circuitry to support power-on reset and self test, test

support in general, hardware debug, and thermal

and power management and monitoring.The design

allows cycle-by-cycle control of the various latch

states (‘‘holding,’’ ‘‘scanning,’’ or ‘‘functional’’) at the

full processor frequency. This allows management of

switching power during scan-based test, facilitates scan-

based at-speed test and debug, and enables functional

thermal and power management on a partition basis.

The design of the test interfaces is standardized and

distributed. Both scan and built-in self test are accessed

in this way. Generally each element contains a satellite-

pervasive unit that interfaces with the various scan chains

inside the unit and allows for communication with the

built-in test functions in that unit. This modular and

hierarchical organization facilitates the design of

processors with a varying number of processor elements

as well as creating other variations on the original design,

such as modifying the external interfaces. Beyond the

interfaces for test and scan-based hardware debug,

an interface is provided to allow the units to present

sequences of internal events to a central unit where these

events can be correlated, counted, compared, or stored.

This interface supports higher levels of hardware debug

and can be used to provide detailed hardware-based

performance measurements as well as other diagnostics.

Finally, the pervasive logic contains the thermal

management of the processor, including a network

of thermal sensors, and the clocking controls to

individually manage the levels of activity in various

parts of the Cell chip.

High-performance, low-cost packaging technology

A new high-performance, low-cost package was

developed for the Cell processor. The flip-chip plastic ball

grid array (FC PBGA) package (Figure 5) employs a

novel thin-core organic laminate design for efficient

power distribution to the chip. The package design

affords an extremely low core noise floor despite the large

switching current and extensive utilization of power-

management functions on the chip which trigger unusual

noise events. Careful layout of the high-speed signal

distribution in the package enables an aggregate I/O

bandwidth in excess of 85 GB/s.

High-performance, low-power CMOS SOI

technology

The Cell processor uses a 90-nm CMOS SOI technology

[3] that delivers both high performance and low power. It

delivers high-performance SOI transistors through the

use of strained silicon and high-performance interconnect

through the use of a level of dense local interconnect

wiring, eight additional levels of copper wiring, and low-k

dielectrics.

Figure 5

(a) Module cross section and (b) top-side bottom photo (top side 
without lid). (Photo courtesy of Thomas Way, IBM Burlington.)
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Programming models and programmability
Whereas innovation in architectures can unlock new

levels of performance and/or power efficiency, it must be

possible to achieve good performance with a reasonable

amount of programming effort if potential improvements

are to be realized. Programmability was a consideration

in the Cell processor at an early stage, and while this

concern has not prevented us from making radical change

where necessary to address fundamental performance

limitations, a concerted effort was made to make the

system as easily programmable and accessible as possible.

Quite clearly, the aspect of the Cell processor that

presents the greatest challenge to programmers, and often

the greatest opportunities for increased application

performance, is the existence of the local store memory

and the fact that software must manage this memory.

Over time this task may effectively be handled by a

compiler, but at present the task of managing memory

falls primarily to the programmer or library writer.

The second aspect of the design that affects the

programming model is the SIMD nature of the dataflows.

Programmers can ignore this aspect of the design, but in

doing so they may often leave a significant amount of

performance on the table. Still, it is important to note

that as with PC processors that implement SIMD units

and do not always use them, an SPE can be programmed

as a conventional scalar processor for applications that

are not easily SIMD-vectorized. The SIMD aspects of the

SPE are handled by programmers and supported by

compilers in much the same way as the SIMD units

on PC processors, with much the same benefits, and

we do not elaborate on this aspect of the design here.

The SPE differs from conventional microprocessors in

a number of other ways, most significantly in the size of

the register file (128 entries), the way branches are

handled (and avoided), and some instructions that allow

software to assist the arbitration on the local store and

instruction issue. These aspects of the SPE can be

effectively leveraged or handled by the compiler, and

while a programmer who wants to obtain maximal

performance can benefit from awareness of these

mechanisms, it is almost never needed to program

the SPE in assembly language.

A final aspect of the SPE that differentiates it from

conventional processors is the fact that only a single

program context is supported at any time. This context

can be a thread in an application (problem state) or a

thread in a privileged (supervisor) mode, extending

the operating system. The Cell processor supports

virtualization and allows multiple operating systems

to run concurrently on top of virtualization software

running in ‘‘hypervisor’’ state. The SPEs can even be used

to support hypervisor functionality. The fact that the SPE

supports only one context we believe will generally be

managed by the operating system; and just as most

programmers of uniprocessors are only occasionally

aware of the fact that the operating system will from time

to time take execution time (and cache content) away

from their application, most programmers may not

realize that the SPEs are managed by an operating system

running on a different processor.

Incorporating a Power-Architecture-compliant core as

the control processor enables Cell to run existing 32-bit

and 64-bit Power and PowerPC applications without

modification. However, in order to obtain the

performance and power efficiency advantages of Cell,

utilization of the SPE is required. The rich set of

processor–processor communication and data movement

facilities incorporated in the Cell processor make a wide

range of programming models feasible. For example, it is

possible for existing applications to use the SPEs rather

transparently by utilizing a function offload model,

with the SPE code providing acceleration to specific

performance-critical library functions. Supporting many

of these various programming models in a high-level

language (such as C) played an integral part in the

development of the Cell architecture. Many significant

changes to the architectural definition of Cell were made

in response to programmability concerns. Test programs,

function libraries, operating system extensions, and

applications were written, analyzed, and verified on a

functional simulator prior to finalizing the architecture

and implementation of Cell.

In the following sections, we briefly describe a number

of proposed programming models.

Function offload model

The function offload model may be the quickest model

to deploy while effectively using features of the Cell

processor. In this programming model, the SPEs are used

as accelerators for certain types of performance-critical

functions. The main application may be a new or existing

application that executes on the PPE. This model replaces

complex or performance-critical library functions

(possibly supplied by a third party) invoked by the main

application with functions offloaded into one or more

SPEs. The main application logic is not changed at all.

The original library function is optimized and recompiled

for the SPE environment, and the SPE-executable

program is bound into a PPE object module in a

read-only section along with a small remote function

invocation stub. This library is then loaded in the

standard manner as an application dependency. When an

application program running on a PPE makes the library

function call, the remote procedure call stub in the library

executes on the PPE and invokes the procedure in the

SPE subsystem. Currently, the programmer statically

identifies which functions should execute on the PPE
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and which should be offloaded to SPEs by utilizing

separate source and compilation for the PPE and SPE

components. An integrated single-source tool-chain

approach using compiler directives as programmer

offload hints has been prototyped by IBM Research

and seems quite feasible. A more significant challenge

is to have the compiler automatically determine which

functions to execute on the PPE and which to offload

to the SPEs. This approach allows the development of

applications that remain fully compatible with the Power

Architecture by generating both PPE and SPE binaries

for the offloaded functions such that the Cell systems will

load the SPE-accelerated version of the libraries and non-

Cell systems will load the PPE versions of the library.

Device extension model

The device extension model is a special type of function

offload model. In this model, SPEs provide the function

previously provided by a device, or, more typically, act as

an intelligent front end to an external device. This model

uses the on-chip mailboxes, or memory-mapped SPE-

accessible registers, between the PPE and SPEs as a

command/response FIFO. The SPEs have the capability

of interacting with devices, since device memory can be

mapped by the DMA memory-management unit and the

DMA engine supports transfer size granularity down to

a single byte. Devices can utilize the signal notification

feature of Cell to quickly and efficiently inform the SPE

code of the completion of commands. More often than

not, SPEs utilized in this model will run in privileged

mode.

A special case of the function offload and device

extension model is the isolated mode for the SPE. In this

mode, only a small fraction of the local store is available

for communication with the SPE and the SPU, and the

remainder of the local store cannot otherwise be accessed

by the system. This secure operating environment for

the SPE is used to create a ‘‘trusted’’ vault, supporting

functions such as digital rights management and other

privacy- and security-related functions.

Computational acceleration model

This model is an SPE-centric model that provides a

much more granular and integrated use of SPEs by

the application and/or programmer’s tools than does

the function offload model. This is accomplished by

performing most computationally intensive sections of

code on the SPEs. The PPE software acts primarily as a

control and system service facility for the SPE software.

Parallelization techniques can be used to partition the

work among multiple SPEs executing in parallel. This

work can be partitioned manually by the programmer or

parallelized automatically by compilers. This partitioning

and parallelization must include the efficient scheduling

of DMA operations for code and data movement to and

from the SPEs. This model can take advantage of the

shared-memory programming model or can utilize a

message-passing model. In many cases the computational

acceleration model may be used to provide acceleration of

computationally intense math library functions without

requiring a significant rewrite of existing applications.

Streaming models

As noted earlier, since the SPEs can support message

passing to and from the PPE and other SPEs, it is very

feasible to set up serial or parallel pipelines, with each

SPE in the pipeline applying a particular computational

kernel to the data that streams through it. The PPE can

act as a stream controller and the SPEs act as the stream

data processors. When each SPE has to do an equivalent

amount of work, this can be an efficient way to use the

Cell processor, since data remains inside the processor as

long as possible (remember that the on-chip memory

bandwidth exceeds the off-chip bandwidth by an order

of magnitude). In some cases it may be more efficient to

move code to data within the SPEs instead of the more

conventional movement of data to code.

Shared-memory multiprocessor model

The Cell processor can be programmed as a shared-

memory multiprocessor having processing units with two

different instruction sets catering to applications in which

a single instruction set is inefficient for the variety of

required tasks. The SPE and PPE units can interoperate

fully in a cache-coherent shared-memory programming

model. With respect to the SPE units, all DMA

operations are cache-coherent. Conventional shared-

memory load instructions are replaced by the

combination of a DMA operation from shared memory

to local store, using an effective address in common with

all PPE or SPE units assigned to this address space, and a

load from local store to the register file. Conventional

shared-memory store instructions are replaced by the

combination of a store from the register file to the local

store and a DMA operation from local store to shared

memory, using an effective address in common with

all PPE or SPE units assigned to this address space.

Equivalents of the Power Architecture atomic update

primitives (load with reservation and store conditional)

are also provided on the SPE units by utilizing the DMA

lock line commands.

It is also not difficult to contemplate a compiler or

interpreter that would manage part of the local store as

a local cache for instructions and data obtained from

shared memory.

Asymmetric thread runtime model

In this extension to a familiar runtime model, threads can

be scheduled to run on either the PPE or the SPEs, and
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threads interact with one another as they do in a

conventional SMP. This model provides an excellent

foundation for many Cell programming models by

extending the thread or lightweight task models of a

modern operating system to include processing units

having different instruction sets such as the PPE and SPE.

Various scheduling policies can then be applied to both

the PPE and SPE threads to optimize performance and

utilization. While full preemptive task switching on SPEs

is supported for debugging, it is costly in terms of

performance and resources during runtime, and FIFO

run-to-completion models or lightweight cooperative

yielding models can be employed for efficient task

scheduling.

The fact that the SPEs do not support multiple threads

running simultaneously is hidden from the programmer.

This runtime model is extremely flexible and can support

all of the previously mentioned Cell programming

models.

How the concept addresses the design
objectives
The first objective of Cell was to achieve a substantial

improvement over the state of the art in performance per

watt while still maintaining programmability. Sony and

Toshiba had experience with the Emotion Engine** [1]

processor with an accelerator processor whose memory

could be accessed only via DMA. Since a large fraction of

the power and chip area on conventional processors is

associated with caches, it appeared that this model could

provide for a more efficient computational element. The

size of the private store of such an accelerator processor,

which must hold its code and data, is a critical factor in

the programmability of that processor. If the store is very

small, the only programming models that seem to work

are the deeply vectorized and streaming programming

models popular on some of the more recent graphics

processors. We increased the size of the local store twice:

first, in the initial concept phases from 64 KB to 128 KB,

and later, when it was doubled again to 256 KB. In both

of these cases, programmability was the driving factor. A

second crucial design decision is the organization of the

dataflow. A number of options were discussed, including

deep vector and other indirect forms of register

addressing. The SIMD model was chosen because it had

become the dominant model in media units in both x86

and PowerPC* processors as well as the Emotion Engine

(MIPS) [2]. This allowed the reuse and adaptation of

existing compiler technology.

The bandwidth requirements introduced by the

increased computational power have been met by

building considerable bandwidth and interconnect

flexibility inside the chip and by pursuing aggressive

packaging and I/O (Rambus) technology to provide a

large amount of off-chip bandwidth (nearly 100 GB/s) at

a reasonable chip, module, and system cost. The rationale

here is to absorb as much of the complexity as possible

into the processor itself, since its manufacturing cost is

expected to decrease much more rapidly than the cost

of boards and packages.

The second objective (good responsiveness to the

user and the network) is met as follows. By providing

each of the synergistic processors with the capability to

individually and autonomously schedule and receive

DMAs as well as interrupts, the Cell processor can

provide a very good response to external network events.

Real-time responsiveness is also enabled through the

control and determinism of the memory structures. The

local store provides a fixed memory that is fed by fixed-

latency DMAs. The cache and translation resources

are controlled by resource-management tables, and

bandwidth can be controlled by resource allocation

on the entry points to the internal fabric.

The synergistic processors in Cell provide a highly

deterministic operating environment. Since they do

not use caches, cache misses do not factor into the

performance. Also, since the pipeline scheduling rules

are quite simple, it is easy to statically determine the

performance of code. Third, even though the local store

is shared among DMA read and write operations, load

and store operations, and instruction pre-fetch, DMA

operations are accumulated and can access the local store

for at most only one of every eight cycles, and instruction

pre-fetch typically delivers 16 cycles worth of instructions.

Thus, their impact on load and stores and program

execution times is limited. Also, the Cell processor

provides mechanisms that manage replacement in the

various caches in the Cell processor: the L2 on the

Power processor and various translation caches. These

mechanisms allow the programmer to keep certain pieces

of data or code (and the associated translations) on the

chip to guarantee real-time behavior. In addition,

resource-allocation mechanisms allow for bandwidth

management, so that time-critical processes can be

provided with bandwidth and access guarantees.

The third objective (flexibility and wide applicability)

requires careful management of the architecture. The

Broadband Processor Architecture is formally managed

by an architecture review board with representation from

Sony Computer Entertainment/Sony Group, Toshiba,

and IBM, which provides the chair. While many systems

based on the Broadband Processor Architecture may well

be proprietary, the architecture itself is intended to be

published and provide support for open systems such

as those based on the Linux operating system.

The fourth objective (schedule) was met jointly by

constructing the Cell processor by using the Power

Architecture as its core. Thus, IBM experience in
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designing and verifying symmetric multiprocessors could

be leveraged. Even though the SPEs operate on local

memory, the DMA operations are coherent in the system,

and Cell is a ten-way SMP from a coherence perspective.

Also, by building on Power technology, existing

operating systems and applications can run without

modification, and the extra effort the programmer makes

is needed only to unleash the power of the SPEs. Ease

of programming was also the primary motivation for

including the Power Architecture SIMD extensions on

the PPE. This allows for a staged approach, where code

is developed and then SIMD-vectorized in a familiar

environment, before performance is enhanced by using

the synergistic processors.

Conclusions and outlook
While we realize that a single paper cannot do justice

to all aspects of the Cell processor, we hope that this

overview has given the reader a feeling for the holistic

design methodology that was practiced and has provided

the rationale for the major design decisions. While it is

too early to measure the success of the Cell processor

by comparing application performance across a broad

spectrum, anecdotal evidence on applications ranging

from image processing and ray-casting to multimedia

codecs and streaming cryptographic applications that

have been implemented have shown that, at least on

these applications, it is possible to achieve near-peak

performance.
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