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Abstract

We consider the problem of sparse precision matrix estimation in high dimensions
using the CLIME estimator, which has several desirable theoretical properties. We
present an inexact alternating direction method of multiplier (ADMM) algorithm
for CLIME, and establish rates of convergence for both the objective and opti-
mality conditions. Further, we develop a large scale distributed framework for the
computations, which scales to millions of dimensions and trillions of parameters,
using hundreds of cores. The proposed framework solves CLIME in column-
blocks and only involves elementwise operations and parallel matrix multiplica-
tions. We evaluate our algorithm on both shared-memory and distributed-memory
architectures, which can use block cyclic distribution of data and parameters to
achieve load balance and improve the efficiency in the use of memory hierarchies.
Experimental results show that our algorithm is substantially more scalable than
state-of-the-art methods and scales almost linearly with the number of cores.

1 Introduction

Consider a p-dimensional probability distribution with true covariance matrix Xy € S% and true
precision (or inverse covariance) matrix 2o = ¥ Le Sf_ 4. Let[Ry --- R,] € RP*" be n indepen-
dent and identically distributed random samples drawn from this p-dimensional distribution. The

centered normalized sample matrix A = [a; ---a,] € RP*" can be obtained as a; = \% (R; — R),

where R = % >, Ri, so that the sample covariance matrix can be computed as C = AAT. In
recent years, considerable effort has been invested in obtaining an accurate estimate of the precision
matrix € based on the sample covariance matrix C in the ‘low sample, high dimensions’ setting,
i.e., n < p, especially when the true precision ) is assumed to be sparse [28]. Suitable estima-
tors and corresponding statistical convergence rates have been established for a variety of settings,
including distributions with sub-Gaussian tails, polynomial tails [25, 4, 19]. Recent advances have
also established parameter-free methods which achieve minimax rates of convergence [3, 19].

Spurred by these advances in the statistical theory of precision matrix estimation, there has been
considerable recent work on developing computationally efficient optimization methods for solving
the corresponding statistical estimation problems: see [1, 8, 14, 21, 13], and references therein.
While these methods are able to efficiently solve problems up to a few thousand variables, ultra-
large-scale problems with millions of variables remain a challenge. Note further that in precision
matrix estimation, the number of parameters scales quadratically with the number of variables; so
that with a million dimensions p = 109, the total number of parameters to be estimated is a trillion,
p? = 10'2. The focus of this paper is on designing an efficient distributed algorithm for precision
matrix estimation under such ultra-large-scale dimensional settings.

We focus on the CLIME statistical estimator [4], which solves the following linear program (LP):

min [|Qf; st |[CO =TI <X, (1)



where A > 0 is a tuning parameter. The CLIME estimator not only has strong statistical guar-
antees [4], but also comes with inherent computational advantages. First, the LP in (1) does not

explicitly enforce positive definiteness of €2, which can be a challenge to handle efficiently in high-
dimensions. Secondly, it can be seen that (1) can be decomposed into p independent LPs, one
for each column of . This separable structure has motivated solvers for (1) which solve the LP
column-by-column using interior point methods [4, 28] or the alternating direction method of multi-
pliers (ADMM) [18]. However, these solvers do not scale well to ultra-high-dimensional problems:
they are not designed to run on hundreds to thousands of cores, and in particular require the entire
sample covariance matrix C to be loaded into the memory of a single machine, which is impractical
even for moderate sized problems.

In this paper, we present an efficient CLIME-ADMM variant along with a scalable distributed frame-
work for the computations [2, 26]. The proposed CLIME-ADMM algorithm can scale up to millions
of dimensions, and can use up to thousands of cores in a shared-memory or distributed-memory ar-
chitecture. The scalability of our method relies on the following key innovations. First, we propose
an inexact ADMM [27, 12] algorithm targeted to CLIME, where each step is either elementwise
parallel or involves suitable matrix multiplications. We show that the rates of convergence of the
objective to the optimum as well as residuals of constraint violation are both O(1/T"). Second, we
solve (1) in column-blocks of the precision matrix at a time, rather than one column at a time. Since
(1) already decomposes columnwise, solving multiple columns together in blocks might not seem
worthwhile. However, as we show our CLIME-ADMM working with column-blocks uses matrix-
matrix multiplications which, building on existing literature [15, 5, 11] and the underlying low rank
and sparse structure inherent in the precision matrix estimation problem, can be made substantially
more efficient than repeated matrix-vector multiplications. Moreover, matrix multiplication can be
further simplified as block-by-block operations, which allows choosing optimal block sizes to min-
imize cache misses, leading to high scalability and performance [16, 5, 15]. Lastly, since the core
computations can be parallelized, CLIME-ADMM scales almost linearly with the number of cores.
We experiment with shared-memory and distributed-memory architectures to illustrate this point.
Empirically, CLIME-ADMM is shown to be much faster than existing methods for precision esti-
mation, and scales well to high-dimensional problems, e.g., we estimate a precision matrix of one
million dimension and one trillion parameters in 11 hours by running the algorithm on 400 cores.

Our framework can be positioned as a part of the recent surge of effort in scaling up machine learn-
ing algorithms [29, 22, 6, 7, 20, 2, 23, 9] to “Big Data”. Scaling up machine learning algorithms
through parallelization and distribution has been heavily explored on various architectures, includ-
ing shared-memory architectures [22], distributed memory architectures [23, 6, 9] and GPUs [24].
Since MapReduce [7] is not efficient for optimization algorithms, [6] proposed a parameter server
that can be used to parallelize gradient descent algorithms for unconstrained optimization problems.
However, this framework is ill-suited for the constrained optimization problems we consider here,
because gradient descent methods require the projection at each iteration which involves all vari-
ables and thus ruins the parallelism. In other recent related work based on ADMM, [23] introduce
graph projection block splitting (GPBS) to split data into blocks so that examples and features can
be distributed among multiple cores. Our framework uses a more general blocking scheme (block
cyclic distribution), which provides more options in choosing the optimal block size to improve the
efficiency in the use of memory hierarchies and minimize cache misses [16, 15, 5]. ADMM has
also been used to solve constrained optimization in a distributed framework [9] for graphical model
inference, but they consider local constraints, in contrast to the global constraints in our framework.

Notation: A matrix is denoted by a bold face upper case letter, e.g., A. An element of a matrix
is denoted by a upper case letter with row index 7 and column index j, e.g., A;; is the ¢j-th el-
ement of A. A block of matrix is denoted by a bold face lower case letter indexed by ij, e.g.,
Ayj. Kij represents a collection of blocks of matrix A on the j-th core (see block cyclic distri-
bution in Section 4). A’ refers the transpose of A. Matrix norms used are all elementwise norms,
eg, [|All =220, D00 [Aul AR = 220, 2072, A%, [[Allee = maxi<i<pi<j<n [Aij]. The
matrix inner product is defined in elementwise, e.g., (A, B) = >7_| Z?zl A;jBij. X € RP¥F de-

notes k(1 < k < p) columns of the precision matrix Q, and E € RP** denotes the same k columns
of the identity matrix I € R*P*P. Let Ayax(C) be the largest eigenvalue of covariance matrix C.



Algorithm 1 Column Block ADMM for CLIME

1: Input: C, A\, p,n

2: Output: X

3: Initialization: X°,Z°, Y°, VO, V0 =0

4: fort =0toT — 1 do Xij—v, if X35 >,

5. X-update: X'*! = soft(X! — V?, %) where  soft(X,7v) = { Xij+v, if Xij <—v,
sparse : Utt! — oXi+l 0, otherwise

6: Mat-Mul: low rank : Ut+1 — A(Alxt+l) Eij + )\’ if Xij . Eij > )\7
7. Z-update: Z'"' = box(U't! 4 Y \), where box(X,E, \) ={ Xij, if | X;; — Eijl <A,
8:  Y-update: Y!*! = Y! + Uttl — Zi+! Ej— )\ Xy —Ej <=\

sparse : Vitl = Y+t

low rank : Vi1 = A(A/Y!H)
10:  V-update: ViT1 = %(2\7”1 — V)

11: end for

9:  Mat-Mul: {

2 Column Block ADMM for CLIME

In this section, we propose an algorithm to estimate the precision matrix in terms of column blocks
instead of column-by-column. Assuming a column block contains k(1 < k < p) columns, the
sparse precision matrix estimation amounts to solving [p/k] independent linear programs. Denoting

X € RP** be k columns of ©, (1) can be written as

min || X]|; st [|[CX—E| <A, 2)
which can be rewritten in the following equality-constrained form:
min || X]|; st [|Z—E|e <A\ CX=2Z. 3)

Through the splitting variable Z € RP**, the infinity norm constraint becomes a box constraint and
is separated from the ¢; norm objective. We use ADMM to solve (3). The augmented Lagrangian
of (3) is

Ly = X|ls + p(Y,CX — Z) + £ CX — 23, *)
where Y € RP** is a scaled dual variable and p > 0. ADMM yields the following iterates [2]:
X+ = argming X + £]CX - 2+ Y'|}3, 5)
Z'™' = argmin BHCXH'1 -Z+YY3, (6)
IZ—Ellw <A 2
Yt =Y!+ X -zt (7)

As a Lasso problem, (5) can be solved using exisiting Lasso algorithms, but that will lead to a
double-loop algorithm. (5) does not have a closed-form solution since C in the quadratic penalty
term makes X coupled. We decouple X by linearizing the quadratic penalty term and adding a
proximal term as follows:

X+ — argming |[ X[, + 7(V?, X) + gux — X2, ®)

where V? = %C(Yt + CX! — Z') and n > 0. (8) is usually called an inexact ADMM update.
Using (7), V! = 2C(2Y" — Y'™1). Let Vi = CY!, we have V! = g(sz — V'=1) (8) has the
following closed-form solution:

X = sofr(X' - V', %) , 9)

where soft denotes the soft-thresholding and is defined in Step 5 of Algorithm 1.

Let U't! = CX!*!l. (6) is a box constrained quadratic programming which has the following
closed-form solution:

Z = box(U + YL E, \), (10)



where box denotes the projection onto the infinity norm constraint ||Z — E||oc < A and is defined
in Step 7 of Algorithm 1. In particular, if ||[U*! + Y! — E| o, < A, Zt*! = U! + Y! and thus
Yt+1 Yt Ut+1 Zt+1 0.

The ADMM algorithm for CLIME is summarized in Algorithm 1. In Algorithm 1, while step 5, 7, 8
and 10 amount to elementwise operations which cost O(pk) operations, steps 6 and 9 involve matrix
multiplication which is the most computationally intensive part and costs O(p?k) operations. The
memory requirement includes O(pn) for A and O(pk) for the other six variables.

As the following results show, Algorithm 1 has a O(1/T") convergence rate for both the objective
function and the residuals of optimality conditions. The proof technique is similar to [26]. [12]
shows a similar result as Theorem 2 but uses a different proof technique. For proofs, please see
Appendix A in the supplement.

Theorem 1 Let {X',Z',Y"'} be generated by Algorithm I and X7 = £ S7T_ Xt Assume X° =
Z° =Y =0andn > pA\2,,. (C). For any CX = Z, we have

nlIX[3
2T

max

X7y = X < (11)

Theorem 2 Let {X', Z!, Y} be generated by Algorithm 1 and {X* Z*,Y*} be a KKT point for
the Lagrangian of (3). Assume X° = Z° = Y° = 0 and n > p)2 . (C). We have

Y13 + 21X°3
|CXT = 273 + |27 — 273 + | XT =X}y oo € —— 2 (12)

3 Leveraging Sparse, Low-Rank Structure

In this section, we consider a few possible directions that can further leverage the underlying struc-
ture of the problem; specifically sparse and low-rank structure.

3.1 Sparse Structure

As we detail here, there could be sparsity in the intermediate iterates, or the sample covariance
matrix itself (or a perturbed version thereof); which can be exploited to make our CLIME-ADMM
variant more efficient.

Iterate Sparsity: As the iterations progress, the soft-thresholding operation will yield a sparse
X!*+1, which can help speed up step 6: UtT! = CX**+!, via sparse matrix multiplication. Further,
the box-thresholding operation will yield a sparse Y1, In the ideal case, if [|[U 1 +Y!—E|/o. < A
in step 7, then Z+1 = Ut 4 Yt Thus, Yi+! = Yt 4 Utt! — Zt+1 = 0. More generally, Y'*!
will become sparse as the iterations proceed, which can help speed up step 9: Vi+1 = QY+,

Sample Covariance Sparsity: We show that one can “perturb” the sample covariance to obtain a
sparse and coarsened matrix, solve CLIME with this pertubed matrix, and yet have strong statistical
guarantees. The statistical guarantees for CLIME [4], including convergence in spectral, matrix
L4, and Frobenius norms, only require from the sample covariance matrix C a deviation bound of
the form ||C — Xp||lcoc < ¢y/logp/n, for some constant ¢. Accordingly, if we perturb the matrix
C with a perturbation matrix A so that the perturbed matrix (C + A) continues to satisfy the
deviation bound, the statistical guarantees for CLIME would hold even if we used the perturbed
matrix (C + A). The following theorem (for details, please see Appendix B in the supplement)
illustrates some perturbations A that satisfy this property:

Theorem 3 Let the original random variables R; be sub-Gaussian, with sample covariance C. Let
A be a random perturbation matrix, where A;; are independent sub-exponential random variables.

Then, for positive constants cy, ca, c3, P(||C+ A — 3p|eo > c“/l"%) < cop™ .

As a special case, one can thus perturb elements of C;; with suitable constants A;; with |A;;| <
cy/log p/n, so that the perturbed matrix is sparse, i.e., if |C;;| < cy/logp/n, then it can be safely



truncated to 0. Thus, in practice, even if sample covariance matrix is only close to a sparse ma-
trix [21, 13], or if it is close to being block diagonal [21, 13], the complexity of matrix multiplication
in steps 6 and 9 can be significantly reduced via the above perturbations.

3.2 Low Rank Structure

Although one can use sparse structures of matrices participating in the matrix multiplication to
accelerate the algorithm, the implementation requires substantial work since dynamic sparsity of
X and Y is unknown upfront and static sparsity of the sample covariance matrix may not exist.
Since the method will operate in a low-sample setting, we can alternatively use the low rank of the
sample covariance matrix to reduce the complexity of matrix multiplication. Since C = AA” and
p > n, CX = A(ATX), and thus the computational complexity of matrix multiplication reduces
from O(p?k) to O(npk), which can achieve significant speedup for small n. We use such low-rank
multiplications for the experiments in Section 5.

4 Scalable Parallel Computation Framework

In this section, we elaborate on scalable frameworks for CLIME-ADMM in both shared-memory
and distributed-memory achitectures.

In a shared-memory architecture (e.g., a single machine), data A is loaded to the memory and shared
by ¢ cores, as shown in Figure 1(a). Assume the p X p precision matrix Qs evenly divided into
I = p/k (> q) column blocks, e.g., X!, --- X, ... X! and thus each column block contains k
columns. The column blocks are assigned to g cores cyclically, which means the j-th column block
is assigned to the mod(j, ¢)-th core. The ¢ cores can solve ¢ column blocks in parallel without com-
munication and synchronization, which can be simply implemented via multithreading. Meanwhile,
another ¢ column blocks are waiting in their respective queues. Figure 1(a) gives an example of how
to solve 8 column blocks on 4 cores in a shared-memory environment. While the 4 cores are solving
the first 4 column blocks, the next 4 column blocks are waiting in queues (red arrows).

Although the shared-memory framework is free from communication and synchronization, the lim-
ited resources prevent it from scaling up to datasets with millions of dimensions, which can not be
loaded to the memory of a single machine or solved by tens of cores in a reasonble time. As more
memory and computing power are needed for high dimensional datasets, we implement a frame-
work for CLIME-ADMM in a distributed-memory architecture, which automatically distributes
data among machines, parallelizes computation, and manages communication and synchronization
among machines, as shown in Figure 1(b). Assume g processes are formed as a r X ¢ process
grid and the p x p precision matrix €2 is evenly divided into [ = p/k (> ¢) column blocks, e.g.,
XJ ,1 < 7 <I. We solve a column block XJ at a time in the process grid. Assume the data matrix
A has been evenly distributed into the process grid and Aij is the data on the ¢j-th core, i.e., A is
colletion of Aij under a mapping scheme, which we will discuss later. Figure 1(b) illustrates that
the 2 x 2 process grid is computing the first column block X! while the second column block X2
is waiting in queues (red lines), assuming X', X? are distributed into the process grid in the same
way as A and X}j is the block of X! assigned to the ij-th core.

A typical issue in parallel computation is load imbalance, which is mainly caused by the compu-
tational disparity among cores and leads to unsatisfactory speedups. Since each step in CLIME-
ADMM are basic operations like matrix multiplication, the distribution of sub-matrices over pro-
cesses has a major impact on the load balance and scalability. The following discussion focuses on
the matrix multiplication in the step 6 in Algorithm 1. Other steps can be easily incorporated into
the framework. The matrix multiplication U = A(A’X!) can be decomposed into two steps, i.e.,
W = A’X! and U = AW, where A € R™*P, X1 ¢ RP*k W € R**k and U € R"**. Divid-
ing matrices A, X evenly into r x ¢ large consecutive blocks like [23] will lead to load imbalance.
First, since the sparse structure of X changes over time (Section 3.1), large consecutive blocks may
assign dense blocks to some processes and sparse blocks to the other processes. Second, there will
be no blocks in some processes after the multiplication using large blocks since W is a small matrix
compared to A, X, e.g., p could be millions and n, k are hundreds. Third, large blocks may not be
fit in the cache, leading to cache misses. Therefore, we use block cyclic data distribution which uses
a small nonconsecutive blocks and thus can largely achieve load balance and scalability. A matrix
is first divided into consecutive blocks of size p, x np. Then blocks are distributed into the process



(a) Shared-Memory (b) Distributed-Memory (c) Block Cyclic

Figure 1: CLIME-ADMM on shared-memory and distribtued-memory architectures.

grid cyclically. Figure 1(c) illustrates how to distribute the matrix to a 2 x 2 process grid. A is
divided into 3 x 2 consecutive blocks, where each block is of size p x ny. Blocks of the same color
will be assigned to the same process. Green blocks will be assigned to the upper left process, i.e.,

A= {a11,a13,a31, ag3,as1, as3} in Figure 1(b). The distribution of X! can be done in a similar
way except the block size should be p, x kj, where p; is to guarantee that matrix multiplication
A’X! works. In particular, we denote p, X n; X kp as the block size for matrix multiplication.
To distribute the data in a block cyclic manner, we use a parallel I/O scheme, where processes can
access the data in parallel and only read/write the assigned blocks.

5 Experimental Results

In this section, we present experimental results to compare CLIME-ADMM with existing al-
gorithms and show its scalability. In all experiments, we use the low rank property of the
sample covariance matrix and do not assume any other special structures. Our algorithm is
implemented in a shared-memory architecture using OpenMP (http://openmp.org/wp/) and a
distributed-memory architecture using OpenMPI (http://www.open-mpi.org) and ScaLAPACK [15]
(http://www.netlib.org/scalapack/).

5.1 Comparision with Existing Algorithms

We compare CLIME-ADMM with three other methods for estimating the inverse covariance matrix,
including CLIME, Tiger in package flare! and divide and conquer QUIC (DC-QUIC) [13]. The
comparisons are run on an Intel Zeon E5540 2.83GHz CPU with 32GB main memory.

We test the efficiency of the above methods on both synthetic and real datasets. For synthetic
datasets, we generate the underlying graphs with random nonzero pattern by the same way as in [14].
We control the sparsity of the underlying graph to be 0.05, and generate random graphs with var-
ious dimension. Since each estimator has different parameters to control the sparsity, we set them
individually to recover the graph with sparsity 0.05, and compare the time to get the solution. The
column block size k for CLIME-ADMM is 100. Figure 2(a) shows that CLIME-ADMM is the most
scalable estimator for large graphs. We compare the precision and recall for different methods on
recovering the groud truth graph structure. We run each method using different parameters (which
controls the sparsity of the solution), and plot the precision and recall for each solution in Figure
2(b). As Tiger is parameter tuning free and achieves the minimax optimal rate [19], it achieves the
best performance in terms of recall. The other three methods have the similar performance. CLIME
can also be free of parameter tuning and achieve the optimal minimax rate by solving an additional
linear program which is similar to (1) [3]. We refer the readers to [4, 3, 19] for detailed comparisons
between the two models CLIME and Tiger, which is not the focus of this paper.

We further test the efficiency of the above algorithms on two real datasets, Leukemia and Climate
(see Table 1). Leukemia is gene expression data provided by [10], and the pre-processing was done
by [17]. Climate dataset is the temperature data in year 2001 recorded by NCEP/NCAR Reanalysis
data’and preprocessed by [13]. Since the ground truth for real datasets are unknown, we test the
time taken for each method to recover graphs with 0.1 and 0.01 sparsity. The results are presented
in Table 1. Although Tiger is faster than CLIME-ADMM on small dimensional dataset Leukemia,

"The interior point method in [4] is written in R and extremely slow. Therefore, we use flare which is
implemented in C with R interface. http://cran.r-project.org/web/packages/flare/index.html
2www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.surface.html
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it does not scale well on the high dimensional dataset as CLIME-ADMM, which is mainly due
to the fact that ADMM is not competitive with other methods on small problems but has superior
scalability on big datasets [2]. DC-QUIC runs faster than other methods for small sparsity but
dramatically slows down when sparsity increases. DC-QUIC essentially works on a block-diagonal
matrix by thresholding the off-diagonal elements of the sample covariance matrix. A small sparsity
generally leads to small diagonal blocks, which helps DC-QUIC to make a giant leap forward in the
computation. A block-diagonal structure in the sample covariance matrix can be easily incorporated
into the matrix multiplication in CLIME-ADMM to achieve a sharp computational gain. On a single
core, CLIME-ADMM is faster than flare ADMM. We also show the results of CLIME-ADMM on 8
cores, showing CLIME-ADMM achieves a linear speedup (more results will be seen in Section 5.2).
Note Tiger can estimate the spase precision matrix column-by-column in parallel, while CLIME-
ADMM solves CLIME in column-blocks in parallel.

5.2 Scalability of CLIME ADMM

We evaluate the scalability of CLIME-ADMM in a shared memory and a distributed memory ar-
chitecture in terms of two kinds of speedups. The first speedup is defined as the time on 1 core
T over q cores Ty, i.e., S = T1° /T, The second speedup is caused by the use of col-

umn blocks. Assume the total time for solving CLIME column-by-column (k = 1) is 7¢°!, which
is considered as the baseline. The speedup of solving CLIME in column block with size k£ over a
single column is defined as S¢°' = T§°!/T5°!. The experiments are done on synthetic data which is
generated in the same way as in Section 5.1. The number of samples is fixed to be n = 200.

Shared-memory We estimate a precision matrix with p = 10* dimensions on a server with 20
cores and 64G memory. We use OpenMP to parallelize column blocks. We run the algorithm on
different number of cores ¢ = 1, 5,10, 20, and with different column block size k. The speedup
S};"l is plotted in Figure 3(a), which shows the results on three different number of cores. When
k < 20, the speedups keep increasing with increasing number of columns £ in each block. For
k > 20, the speedups are maintained on 1 core and 5 cores, but decreases on 10 and 20 cores. The
total number of columns in the shared-memory is k x q. For a fixed k, more columns are involved in
the computation when more cores are used, leading to more memory consumption and competition
for the usage of shared cache. The speedup S;° is plotted in Figure 3(b), where 77° is the time
on a single core. The ideal linear speedups are archived on 5 cores for all block sizes k. On 10
cores, while small and medium column block sizes can maintain the ideal linear speedups, the large
column block sizes fail to scale linearly. The failure to achieve a linear speedup propagate to small
and medium column block sizes on 20 cores, although their speedups are larger than large column
block size. As more and more column blocks are participating in the computation, the speed-ups
decrease possibly because of the competition for resources (e.g., L2 cache) in the shared-memory
environment.



Table 1: Comparison of runtime (sec) on real datasets.

CLIME-ADMM

Dataset sparsity i DC-QUIC Tiger | flare CLIME
core 8 cores
Leukemia 0.1 48.64 6.27 93.88 34.56 142.5
(1255 x 72) 0.01 44.98 5.83 21.59 17.10 87.60
Climate 0.1 476 hours | 0.6 hours | 10.51 hours | > 1 day > 1 day
(10512 x 1464) 0.01 4.46 hours | 0.56 hours | 2.12 hours | > 1 day > 1 day

Table 2: Effect (runtime (sec)) of using different number of cores in a node with p = 10°.
Using one core per node is the most efficient as there is no resource sharing with other cores.

node xcore | k=1 | k=5 | k=10 | k=50 | k=100 | k=500 | k=1000
100x 1 0.56 | 1.26 2.59 6.98 13.97 62.35 136.96
25%x 4 1.02 | 2.40 342 8.25 16.44 84.08 180.89
200x 1 0.37 | 0.68 1.12 3.48 6.76 33.95 70.59
50x4 0.74 | 1.44 2.33 4.49 8.33 48.20 103.87

Distributed-memory We estimate a precision matrix with one million dimensions (p = 10°), which
contains one trillion parameters (p? = 10'2). The experiments are run on a cluster with 400 com-
puting nodes. We use 1 core per node to avoid the competition for the resources as we observed in
the shared-memory case. For ¢ cores, we use the process grid £ x 2 since p > n. The block size
Dp X 1y X kyp, for matrix multiplication is 10 x 10 x 1 for £ < 10 and 10 x 10 x 10 for & > 10. Since the
column block CLIME problems are totally independent, we report the speedups on solving a single
column block. The speedup S’};"] is plotted in Figure 4(a), where the speedups are larger and more
stable than that in the shared-memory environment. The speedup keeps increasing before arriving
at a certain number as column block size increases. For any column block size, the speedup also
increases as the number of cores increases. The speedup Sg° is plotted in Figure 4(b), where 77"
is the time on 50 cores. A single column (k = 1) fails to achieve linear speedups when hundreds of
cores are used. However, if using a column block £ > 1, the ideal linear speedups are achieved with
increasing number of cores. Note that due to distributed memory, the larger column block sizes also
scale linearly, unlike in the shared memory setting, where the speedups were limited due to resource
sharing. As we have seen, k depends on the size of process grid, block size in matrix multiplication,
cache size and probably the sparsity pattern of matrices. In Table 2, we compare the performance
of 1 core per node to that of using 4 cores per node, which mixes the effects of shared-memory and
distributed-memory architectures. For small column block size (k = 1, 5), the use of multiple cores
in a node is almost two times slower than the use of a single core in a node. For other column block
sizes, it is still 30% slower. Finally, we ran CLIME-ADMM on 400 cores with one node per core
and block size & = 500, and the entire computation took about 11 hours.

6 Conclusions

In this paper, we presented a large scale distributed framework for the estimation of sparse precision
matrix using CLIME. Our framework can scale to millions of dimensions and run on hundreds of
machines. The framework is based on inexact ADMM, which decomposes the constrained optimiza-
tion problem into elementary matrix multiplications and elementwise operations. Convergence rates
for both the objective and optimality conditions are established. The proposed framework solves the
CLIME in column-blocks and uses block cyclic distribution to achieve load balancing. We evaluate
our algorithm on both shared-memory and distributed-memory architectures. Experimental results
show that our algorithm is substantially more scalable than state-of-the-art methods and scales al-
most linearly with the number of cores. The framework presented can be useful for a variety of other
large scale constrained optimization problems and will be explored in future work.
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A Optimization Convergence Rate for CLIME ADMM

All norms in this section are defined elementwise. To recap, we solve the following problem:
min | X[|; st |Z-E[o <N\CX=7Z.
The Lagrangian of (1) is
L(X,Z,Y) = |X]ls + p(Y,CX — Z),
where | Z — E|loo < A. Assume that {X*, Z*, Y*} satisfies the KKT conditions of (2), i.e.,
—pCTY" € 9||X"|1 ,
(Y, 2" ~2Z) >0,
CX*=7Z".

(D

2)

3)

“4)
(&)

where (4) holds for any Z satisfying |Z — E|| < A. {X*,Z*,Y*} is an optimal solution, which

has the following property.

Lemma 1 Let {X' Z' Yt} be generated by ADMM and {X*,Z*,Y*} be a KKT point. We have

X1 = X < p(Y7, CX -2

(6)

Proof:  Assume {X*,Z* Y*} is a KKT point. Using the convexity of ¢; norm and (3), we have

X7 = X1 < —p(CY™, X — X)) = —p(Y*, C(X* — XPH1)) |
Setting Z = Z!*! in (4) yields
0<(Y* Z* - Zy .
Multiplying by p and adding to (7) complete the proof.

In CLIME ADMM, we have the following iterates:
X"+ = argming X1 +n(V", X) + X = X'[3

Z'! = argmin B||CXtJrl - Z+YY3,
1Z—Elloo <A

Yt+1 _ Yt 4 Cxt+1 _ Zt+1 )
where V¥ = 2C(Y' + CX' - Z).

Throughout the proof of convergence rate, we need the following lemma.

)

®)

€))
(10)

Y



Lemma 2 Let A, B, C, D be matrices of the same size. The following equalities hold:

(A-B,B-C)=_(JA-C|;-|A-B|; - [B-C|3). (12)

1

2
1

(A-B,C-D)=(|D-Al;-[D-B|+[/C-B|; - C— Al). (13)

A.0.1 O(1/T) Convergence Rate for Objective Function

In this section, we establish the iteration complexity for inexact ADMM (9)-(11). We begin with the
following lemma for the X update (9).

Lemma 3 Let {X? 7', Y} be generated by (9)-(11). For any X, we have
X = Xl < =p(Y™, C(X = X)) + g(HCX = Z'3 - |CX — Z*HH 3 + [CX*H — 23

1
—1EX = Z13) + S (X = X1 pee = X = XA e = X = X502 -
(14)

Proof: Let 9||X**1||; be the subgradient of | X'™!||;. Since X**! is a minimizer of (9), we have
0 € X | +n(VE+ XM - X1 . (15)

Rearranging the terms gives —n(V?! + X1 — X*) € || X1 ||;. Using the convexity of /1 norm,
we have

XL = [ X[ < —p(VF + X - X X - X)

“p(C(Y! + CXF — Z), X! - X) — (Xt - Xt X - X) (16)
_p(Y! 4 CXP — Z!, C(XMH — X)) — (X — X, X X)

= —P(Yt+1, C(Xt+1 — X)) — p(C(X* — XtJrl)7 C(X”l — X)) + p(Zt — yARS C(Xt+1 — X))
Cop(XH X X X)) an
where the last equality uses (11). Using (12), the second term can be written as

IN N

—(C(X' = X", C(X™ = X)) = S (|C(X = X[ — |[C(X = X3 — |[C(X" = X*H]3) .

(18)

1
2
Note [|C(X — X)[|3 = [|X — X*||Z.. Using (13), the third term of (17) can be written as

1
(2! =2, C(X™ = X)) = S(|CX = 2|3 — |CX = Z"H|[3 + [|OX"T — 275 — | X — Z')5) .

19
Applying (12) on the last term of (17) gives "
—(XF XX - X) = %(IIX = XI5 = X = XS — X - X) . 0)
Substituting (18)-(20) into (17) and rearraning the terms complete the proof. [ ]
The Z update (10) has the following lemma.
Lemma 4 Let {X' Z! Yt} be generated by (9)-(11). For any Z satisfying ||Z — E| oo <\,
0< (Y Z -7ty | 1)

Proof:  Since Z'*! is a minimizer of (10), for any Z satisfying the infinity norm constraint, then
—(CX!T _ztH Lyt Z -7 > 0. (22)
Using (11) completes the proof. ]

Combining the results in Lemma 3 and 4 yields the O(1/T) convergence rate for the objective of
inexact ADMM (9)-(11).



Theorem 1 Let {X',Z', Y} be generated by (10)-(11) and X™ = 1 Zf:l X*t. Assume X0 =
Z° =Y"=0andn > 2, (C). For any CX = Z, we have
WIX[E

X7, — 11Xy <
X = 1X]l: < 5T

(23)

Proof: Assume CX = Z. Multiplying (21) by p and adding (14) yields

1
X = Xl < =p(Y, CXP =27 4 S (|12 = 2|5 - |12 = 2775 + [ CXTT = 23

1
—ICX = Z13) + S (X = X1 pee = 1X = XA e = X = X502 -
(24)
Using (11), the first term can be written as
_ <Yt+1, Cxt-i-l _ Zt+1> _ —<Yt+1,Yt+1 _ Yt>
1
= SUYIE = IIYFHE = 1Y = Y5
1
= SUY'IE = IIYFHE = [CXTE = Z205) . (25)

Substituting back into (24) gives
P P
I = Xl < 2QY8 - 1Y) + L1z - 2003 - 12— 20713 - loXt - 2¢))

1
+ S UK =Xy = 1X = X e = X = X5 02) - (26)

Assuming > A2 (C), nI — pC? is positive semidefinite. Summing over ¢ from 0 to 7' — 1 and

ignoring some negative terms, we have the following telescoping sum

T-1

p p 1
Z X — X < 5||Y0H§ + 5||Z — 702+ §||X - X2 e
=0

p 1
= 2121+ X oo
= I3 - )

where the first equality is due to X? = Z° = Y° = 0 and the second equality uses CX = Z.
Applying the Jensen’s inequality on the left hand side completes the proof. ]

A.0.2 O(1/T) Convergence Rate for the Optimality Conditions

For the X update (9), we have the following lemma.

Lemma 5 Let {X! Z', Y*} be generated by (9)-(11). We have
ICXI = 2[5 + X = X%y e < ICX =215+ 127 = 25+ X" = X3y o -
(28)

Proof: Setting X = X' in (16) gives
X~ X < —p(¥* + X! — 2!, C(XH = X)) — p(XH - X, X - X
p
< —p(Y',C(X" - X)) + Z(lexX’ — Z'3 +|lC(X = XT3 — [CX = ZP)3) — nl| X
(29)
At t, (17) becomes
Xl = X[l < =p(Y!, C(X' = X)) — p(C(X'™ = X),C(X' — X))

+p(Z -7 C(X! - X)) — (Xt - XL X - X) . (30)

- X'



Setting X = X**1 gives
X7 = X < =p{Y", C(X* = X)) = p(C(X~! = XT), C(X* = X))
+p(Z -7t C(XE - X)) — (X - XL XE XY D (31
Using (12), the second term becomes
— p(C(X'! = X'), C(X" — X))
= —2(let = X - eX T - X3 - [eX - X E) . ()
Similarly, applying (12) on the fourth term of (31) gives

_ n _ _
=X = XX X = (X = X - X = X - X - X

(33)
Adding (32) and (33) together yields
— pC(XI! = XT), O(X! = X)) — (X! — X1, X! - X
1 _ _
= ST =X e = X = XA o — X = X c2)
1 -
< SUX" =X o + X = X ce) s (34)

where the last inequality uses ||A — B||3 < 2(]]A — C||3 + ||B — CJ|3). Using the inequality
(A,B) < 1(||A13 + [|B]|3), the third term of (31) can be written as

Pz~ 2! CX =X < Lz — 2B+ CX - X))
Substituting (34) and (35) back to (31), we have
J——
X = X < —p(Y*, C(XF — X)) + g\lzt Al

1 -
+ (X = X R oe + X = XTH3) (36)

Adding (29) and (36) together yields
0< g(I\CXt = Z'3 + X = XY)|5 — [CXT = ZF3) — | X - XT3
£ 0120~ 2 SOIX X oo X~ X R)
= g(IICXt —Z'3+ 127 = 2|3 — |lCX — Z21)3)
SO =X — X = X e). a7)

Dividing both sides by £ and rearranging the terms complete the proof. ]

For the Z update (10), we have the following lemma.

Lemma 6 Let {X' Z' Yt} be generated by (9)-(11). We have
[CXH — ZPHY 3 + (|2 - Z°||5 < ||CX*H - 23 (38)

Proof: Setting Z = Z! in (21) gives
0< (Y™ zt -zt | (39)
At t, (21) becomes
0< —(Y'Z-7Z". (40)



Setting Z = Z!*! yields
0<—(Y'ZH -7 . (41)
Adding (39) and (41) yields
0 S <Yt+1 o Yt7 Zt+1 _ Zt> _ <Cxt+l o Zt+17 Zt+1 o Zt>
1
=5 (X - Z'|3 - lCX** = ZHH ) — (|2 - Z27)3) - 42)

Rearranging the terms complete the proof. ]

Define R, (t + 1) as follows:
Ry(t+1) = CXP - 2P 4 20— g X0 - X

dce (43)
We now show that R () is non-increasing by combining the results in Lemma 5 and 6 .

Lemma 7 Let Ry (t) be defined in (43). We have
Ry (t =+ 1) < R; (t) . 44)

Proof: Adding (28) and (38) yields

ICX* T = Z7H 5 + (|27 = 275 + X = Xy

<CXF = ZY3 + 112 = 205+ X = XA e (45)
(44) follows from the definition of Ry in (43). [ ]

Lemma 8 Let {X! Z' Y} be generated by (9)-(11) and {X*,Z*,Y*} be a KKT point. We have
Ri(t+1) < Y =Y~ Y =Y+ (|27 - 2|5 — ||2" — 2713
HIX =X — X = X (46)
p p

where Ry (t + 1) is defined in (43).

Proof: Adding (24) and (6) yields
0<p(Y* =Y CXH -z + g(IIZ* = Z'[3 = 2" = Z")3 + |CXMT - Z| 3

| x t , :
—IEX = Z13) + S (X" = XM pee = X7 = X e = X = X R pce) -
(47)
Using (11) and applying (12) on the first term, we have
<Y* o Yt+1, Cxt+1 o Zt+1> _ <Y* o Yt+1,Yt+1 o Yt>
1 * *
= S = Y5 = Y = Y™ = Y™ = Y'5)
1 * *
= S = Y3 = [Y" = Y5 — |loX™ - 271 5) . (48)

Plugging into (47) yields
P * * 4 * *
0 < SNV = Y5 = Y™ = Y5 + (112" = 2'[15 — 127 = 275 — |[CX"*F — Z|[3)
1 * *
+ §(||X - Xt”?yprC? — X" - Xt+1H¢2717pc2 — X - Xth2717pC2) . 49)

Dividing both sides by £ and rearraning the terms, we have (46) by using (38) and the definition of
Ry (t) in (43). m



Theorem 2 Let {X*? Z!, Y} be generated by (9)-(11) and {X*,Z*,Y*} be a KKT point. Assume
X0 =Z=Y%=0andn > N2, (C). We have

max
Y713 + 211X13

Ry(T) < T ; (50)
where Ry (T) is defined in (43).
Proof: Summing (46) over ¢ from 0 to 7' — 1 and igonoring some negative terms yield
T—1
DR+ < Y=Y+ 27 - 205+ X - X0
t=0
= Y113 + 12713 + 11Xy 2
* 7] *
= Y715 + X3 (51)

where the first equality is due to X° = Z° = Y = 0 and the second equality uses CX* = Z*.
According to Lemma 7, R (t) is non-increasing. Therefore,

T
TRy(T) <) Ri(t+1). (52)
t=0
Dividing both sides by 7' completes the proof. ]

The optimality condition for (10) is given in Lemma 4, showing that KKT condition (4) is alway
satisfied. The optimality conditions for (9) is

(Vi 4+ X = XT) € 9| X, (53)
Expanding C and using (11), it can be rewritten as
—pC(Y! 4 X - X 7zt 7P (X - X)) € 9| X . (54)

If X!*! = X! and Z!*! = Z!, the KKT condition (3) will be satisfied. Therefore, R;(T') defines
the residuals of optimality conditions for (9)-(11). As Ry(T) — 0, CXT = 27 ZT = Z7~! and
XT = XT-1 and thus the KKT conditions (3)-(5) are satisfied.

B Statistical Convergence Rates with Covariance Perturbation

In this section, we analyze the statistical convergence of the CLIME estimator [1] under perturba-
tions of the sample covariance matrix. For the ease of reading, we first define some notations. Let
Ry, Rk, -+, R, € RP be n samples generated from a distribution with covariance matrix X
and true precision matrix €y. The estimated covariance matrix is denoted as 3 and the correspond-
ing estimated precision matrix is ). The pertubed covariance matrix is denoted as S. The covariance

matrix C in the main text can be either 3 or S. The i-th element of Ry, is denoted as R;;. For matrix,
we use 7 to index the ij-th element, e.g., §2;;. || - || and || - ||2 denote the elementwise norm. || - ||,
and || - ||z, denote the matrix L; norm and Ly norm. For the sake of completeness, we start with a
brief review of some of the main results for CLIME.

B.1 CLIME Estimator: Bounds in terms of \

For n samples Ry, ..., R, € RP, the sample covariance matrix S, is computed as:
1 n 1 n 1 1 n
2 e —_ R —_ R\T = - T —_— RRT R = — .
- > (R — R)(Rix — R) - > RyRj ~RR", where R=— > Rp. (55)
k=1 k=1 k=1
As aresult, an entry of the sample covariance matrix is given by:

- 1 — 1{1 1 —
=i (15 (T m) 0



The analysis for CLIME [1] considers the following family of precision matrices:
p
U=UM,q s0(p) =L Q:Q=0,]9Q|, <M, lrg%zl 1917 < s0(p) ¢ (57)
j=

for 0 < q < 1. Then, the CLIME estimator has the following guarantees:

Theorem 3 Let Qy € U(M, q, so(p)). If A > ||Q0]| 1, max;; |iij — X0,

, then we have

1€ = Q|0 < 4)|0]l2, A, (58)
12 = Qoll L, < esolp)(Al|]lz, ) "IN, (59)
1.

];HQ — Qolf5 < eso(p)(4]€ll,)* "IN, (60)

where ¢ < 2(1 + 2179 + 3'79) is a constant.

Note that the deterministic bounds in Theorem 3 for precision estimation relies on ||% — X||oe =
max; ;j |X;; — Xo;|. In the next subsection, we establish tail bounds for the scenario where we

(intentionally) perturb each entry of the sample covariance matrix, i.e., we work with S’ij = f]ij +
A;; where A;; has a sub-exponential tail.

B.2 Bounds for \

The following two norms will play a role in our analysis: For a scalar random variable v, let

[0llg, = sup p~/2(E[|")/? | and ||v[|y, =sup p~ (E[v|")"/?. (61)
p>1 p>1

Then, v is called a sub-Gaussian random variable if ||v||y, < K for a constant K, and v is called
a sub-exponential random variable if ||v||,, < K; for a constant K. In the literature, ||v||,, is
referred to as the sub-Gaussian norm and ||v||y, is referred to as the sub-exponential norm. Note
that, ignoring constants, sub-exponential tails decay at exp(—t) whereas sub-Gaussian tails decay
as exp(—t2/2) so that sub-exponential tails are heavier than sub-Gaussian tails.

The following result will be used in our analysis:
Lemma 9 Let v;,v; be sub-Gaussian random variables with max{||vi||y,, [|Vj|lw, } < K. Then
viv; — Ev;v;] is a sub-exponential random variable with ||v;v; — E[v;v;] ||y, < 4K3.
Proof: By definition,
[E[viv;]lly, = [Elviv;]] < Elogv;| < llvivsly, - (62)
Using triangle inequality, we have
[viv; = Elvivs]llg, < llvivsllp, + [Eloivs]lly, < 2[vivglly, - (63)

Since v;, v; are sub-Gaussian random variables, for any p > 1,
Elvi[? < (K2y/p)” and  Elv;[” < (K2y/p)” . (64)
Then, using Cauchy-Schwartz inequality
1/2
Elowvy[” = Bl |o; " < (BloElo; )" < ((Ka/2p) (K2/2)7) " = K3P27p .
Hence,

vivilly, = Sgl;p_l(Elijl”)l/p <2Kj3 .
b=

The result then follows from (63). [ |

We also need the following Bernstein-type inequality for sums of independent sub-exponential ran-
dom variables [2]:



Theorem 4 Let vy, ..., v, be independent centered sub-exponential random variables, and K| =
max; ||v;||ly,. Then, for everyb = (by,...,b,) € R™ and every t > 0, we have

n t2 t
P brvg| >ty < 2exp {—co min ( , ) } ) (65)
{Z } KEIE K bl

k=1
where cy > 0 is an absolute constant.

We will be also using the following form of the above result:

Corollary 1 Let vy, ..., v, be independent centered sub-exponential random variables, and K, =
max; ||v; ||y, . Then, for every e > 0, we have

1 & . e €
IP’{ ﬁka 26} < 2exp{—comln (K%’K1> n} , (66)

k=1
where cog > 0 is an absolute constant.

Next, we consider perturbing the covariance matrix by using independent zero-mean sub-exponential
random variables. First, we illustrate that the nature of the tail bounds stay unchanged under such
perturbations. Then, we show that one can do deterministic perturbations to get coarser and/or
truncated representations of the sample covariance matrix, saving on the memory foot-print of the
covariance matrix without affecting the statistical guarantees.

Let A;; be independent zero mean sub-exponential random variables, and we consider the modified
covariance matrix with entries:

R 1 n 1 1 n 1 n
p—— G R —— | = ; el . A
7 nZRkRJk n (nZRk> (n ZRJ]“> + Aij (67)
k=1 k=1 k=1
Then, we have the following result:
Theorem 5 Let Ko = max; ||R;. ||y, and K1 = max;; || Ay, Assuming K1 < 4K3, we have
P 1G5 — Do > eb <6 i & € (68)
max |S;; — Xoi] > €p <bexps —comin | —5—5,——= |, ,
TR PO\ 367K3 126, K3
for suitable positive constant cg, c1.
Proof: By definition, for any 1, 7,

P{lgu — ZO,ij‘ Z 6}

:

(69)

1 n
~ YRRk — Yo
k=1

I 1(1$ 1<
=P || =Y RiRj — Zo,ij> +A—— ( > Rik) ( > Rjk)
{ (n k=1 AN "=
> 6/3} +P{lAy] = €/2}
1 1 n 1 n
k=1 k=1

s
. -}

where the last inequality follows from the union bound. Each term in the summation considers a
large deviation bound for a sub-exponential random variable. For the first term, from Lemma 9,
Ki1 = ||[R;R; — E[R;R;]||y, < 4K3. For the second term, from the assumption regarding A;;,
K1 = ||Aijlly, < 4K2. Now, we focus on the third term. Recall that the sub-Gaussian norm of
the sum of sub-Gaussian random variables satisfy the following inequality [2]:

Z Rik
k=1

2 n
< Y ||Rill3, (70)
P2 k=1




for an absolute constant ¢;. In our context, since || Rz, < K2, we have
n
> R < \/ng < Vak,. (71)
k=1 P2 P2
From Lemma 9, we have
1o I
oo ()

Then, considering all three terms, using Corollary 1 for the first two terms and Theorem 4 for the
third term, we have

P {|S’” — Zo,ij| Z 6}

< 2exp {—co min (62 6) n} + 2 exp {—co min (62 €> n}
91(12,17 3K1,1 9K1212, 3K172
+ 2exp {—co min (W en) }
9K12’3’ 3K 3
§46Xp{comin <€2 6) n}+2exp{comin< en ¢ >n}
36K5 " 12K3 36c2K1 120, K2

62 €
<6 —comi .
= eXp{ co thitt <36C§K§’ 1201[(22) ”}

That completes the proof. ]

1 n
< /cinKs = Hn;le

<4c, K3 . (72)

P1

In particular, for sufficient number of samples such that c+/log p/n < 3c; K3, we have

2
4 cc
P { max|S;; — Xo,;j] > cy/logp/n » < 6exp —% logpp < 6p~ (73)
ij ' 36¢1 K5
where c3 is a suitable constant. Note that the above corresponds to the result discussed in the main
text.
A special case of such perturbations arise by choosing constant A;; for each (7, j) with |A;;| <

cy/ k’% in order to truncate or coarsen entries in the sample covariance matrix. In particular,

(1) if |XAJ”\ < cy/ 105” , then it can be safely truncated to 0; and

.. . . & 1 .
(ii) numeric representation of any X;; can be coarsened to the level cy/ =22, e.g., one can rewrite

¥ = 1.29317542365  as  Si; = 1.29
N—_———
Sey/ER

without affecting the statistical properties of the estimated precision matrix ). Such truncation and
coarsening can lead to significant savings in the memory foot-print of the sample covariance matrix.
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