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  - Advice: start on it early. But if you get stuck, wait until after next week
- Tournament details coming soon
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- **Next week:** Reinforcement learning
  - Optimal policy without knowing transition or reward function