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Logistics

• How did it go?

• Next soccer assignment: communication

− 1 more in C, then C++
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Class Discussion

Andrew Gray on different types of learning

1. Off-line skill learning by individual agents

2. Off-line collaborative learning by teams of agents

3. On-line skill and collaborative learning

4. On-line adversarial learning
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Environments

Environment =⇒ sensations, actions

• fully observable vs. partially observable (accessible)

• deterministic vs. non-deterministic

• episodic vs. non-episodic

• static vs. dynamic

• discrete vs. continuous

• single-agent vs. multiagent

Peter Stone
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Your Agent Examples

Automotive: Autonomous vehicle (3), Automatic transmission,
electronic control units, traffic violation camera, traffic
light controller

Physical control: Sprinkler system, VCR, ATM, vacuum (2)

Software control: Virus protection s/w, garbage collector,
database filter agent, programmable logic controller

Human interaction: Proactive web browser, workflow
monitor

Service: Stock manager (2)

Game/entertainment: Bot in online game (2), Chatbot,
coach agent

Peter Stone
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My Example
• S = 12 states in 4x3 grid
• A = {Wave, Clap, Stand}
• P = {Blue, Red, Green, Black, . . .}
• see(s) = cell color
• T : S ×A 7→ S (T unknown to you)
• R : S ×A 7→ IR (R unknown to you)

s0, p0, a0, r0, s1, p1, a1, r1, s2, . . .

• pi = see(si)
• ri = R(si, ai)
• si+1 = T (si, ai)

Discrete? Accessible? Deterministic? Static? Episodic?
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• reactive vs. deliberative

• multiagent reasoning?

• learning?
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