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- I’m a 2-armed bandit
- As a class, you choose which arm: 2 times around.
- Maximize your payoff.
- The answer:

  (defun l () (+ 5 (random 7)))
  (defun r ()
    (let ((x (random 3)))
      (case x
        (0 20)
        (1 0)
        (2 (+ 7 (random 11))))))

- What about minimizing risk?

Peter Stone
N-armed bandit in practice?
N-armed bandit in practice?

- Choosing mechanics
- Choosing a barber/hairdresser
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- Why supervised smooth for Bandit B?
- Ex. 2.4
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- Ex. 2.1
- Ex. 2.8