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e Extension of RL to temporal abstraction

e State abstraction vs. femporal abstraction. ..
— ... Week O task!

e They don’t address what temporal abstraction to use —
they just show how it can fit into the RL formalism
— Why couldn’t it before?

e Markov vs. Semi-markov:
— states, actions

— mapping from (s, a) To expected discounted reward
— well-defined distribution of next state, fransit fime
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e Defines how to learn given a fask hierarchically
e Does not address how to consfruct the hierarchy

e Strives for recursive optimality— local optimality given
subtask policies

— Weaker or stronger than hierarchical optimality?
e Enables reuse of subtasks

e Enables useful state abstraction (how?)

Peter Stone
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e \What does polling buy you over flat?
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