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Good Afternoon Colleagues

• Are there any questions?
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- Enables reuse of subtasks
- Enables useful state abstraction (how?)
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Polling: Why the dip in the graph in Figure 6?
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