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Good Afternoon Colleagues
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- Topics for other courses:
  - Kalman filter (robotics)
  - Cross-validation/hold-out testing (supervised learning)
- Can it generalize to adverse conditions?
- Easy problem or a powerful approach?