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Overview

• Learning setting

– Must learn multiple tasks in the same domain

– Actions not uniformly relevant

– Designed for large action sets

• Solution: action transfer

– Usually beneficial (pastry chef, driver, bidding agent)

– Formalism + analysis of action transfer

– Enhancement: randomized task perturbation

– Empirical validation

1



MDP Formalism
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• S is a set of states, A is a set of actions

• t : S ×A → Pr(S) is a transition function

• r : S × A → R is a reward function

• policy is any mapping S → A; want policy with maximum

expected return in all states
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Running Example: Grid World Domain

empty
wall
quicksand
goal

• states = cells,

actions = {(d, p) : d ∈ {↑, ↓,→,←}, p ∈ [0.5, 0.9]}

• move succeeds w/ prob. proportional to p, random o/w

• reward: −1/2 in quicksand, 1/2 in goal, −p2 o/w

• optimal actions have p ∈ [0.5, 0.6]
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Need for Related-Task Formalism
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• r, t defined in terms of state space S

• r, t incomparable across tasks

• But: want to exploit abstract transition/reward dynamics
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Eliminating S: Outcomes

• Original definition:

t : S ×A → Pr(S)

r : S ×A → R

• Definition using outcomes O:

t : S × A → Pr(O)

r : S × A → R

• Example in grid world: O = {↑, ↓,→,←, STAY}.
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Eliminating S: Classes

• Previous definition:

t : S × A → Pr(O)

r : S × A → R

• Final definition, using outcomes O and classes C:

t : C × A → Pr(O)

r : C × A → R

• Example in grid world: C = { EMPTY, GOAL, QUICKSAND }.
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Complete Formalism
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Domain Task
t : C × A → Pr(O)

r : C × A → R
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Dissimilarity Metric

• Similarities across tasks are implicit, unstated.

• Dissimilarity metric ∆(U, Ũ) re-expresses these high-level

similarities in a precise, analytically tractable geometric

quantity.

• ∆(U, Ũ) expressed i.n.o. the new formalism and V ∗
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Bound Based on Task Similarity

Transfer results in a value drop of at most

∆(U, Ũ) ·
√

2γ/(1− γ)

at each state.
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Reducing Task Dissimilarity

• Optimization possible if O, C, κ, and η known

• Alternative: uniform sampling of value space

Complexity:

Ω

(

(vmax − vmin)
n

ǫn

)

draws.

• More informed search: randomized task perturbation

(RTP)
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RTP Action Transfer at Work
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RTP Transfer in Pseudocode (Q-Learning)

new → 1 Add each s ∈ S to F with probability φ

→ 2 foreach s ∈ F
→ 3 do random-value ← rand(vmin, vmax)

→ 4 Q+(s, a)← random-value for all a ∈ A
5 repeat s← current state, a← π(s)

6 Take action a, observe reward r, state s′

7 Q(s, a)
α← r + γ maxa′∈A Q(s′, a′)

→ 8 if s ∈ S \ F
then Q+(s, a)

α← r + γ maxa′∈A Q+(s′, a′)

9 until converged

→ 10 A∗ = ∪s∈S{arg maxa∈A Q(s, a)}
→ 11 A+ = ∪s∈S\F{arg maxa∈A Q+(s, a)}
→ 12 return A∗ ∪ A+
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Relevance-weighted action selection

• RELEVANCE(a) = |{s ∈ S : π∗(s) = a}|/|S|.

• Choice probability on exploratory moves proportional to

relevance

• Major performance gains
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Empirical Results: Grid World
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Action Sets
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Action Sets, cont.

• Transferred:
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Performance
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Related Work

• Transfer in MDP’s:

– hierarchical [Hauskrecht et al., 1998, Dietterich, 2000],

– first-order [Boutilier et al., 2001],

– factored [Guestrin et al., 2003]

• Limitation: reliance on description of similarities

• RTP: no guidance, robust to noise, focuses on actions
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Summary

Contributions:

• Theoretical abstraction for transfer learning

• Formal analysis + transfer quality guarantees

• Empirical validation

Future work:

• Combine with non-transfer approaches to action selection

• Enable fully continuous learning
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Formalism for Related Tasks

Definition 1. A domain is a quintuple 〈A, C,O, t, r〉, where A
is a set of actions; C is a set of state classes; O is a set of

action outcomes; t : C × A → Pr(O) is a transition function;

and r : C × A → R is a reward function.

Definition 2. A task within the domain 〈A, C,O, t, r〉 is a triple

〈S, κ, η〉, where S is a set of states; κ : S → C is a state

classification function; and η : S × O → S is a next-state

function.
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Definitions for Suboptimality Analysis

Definition 3. The outcome value vector of state s in the

task 〈S, κ, η〉 within the domain 〈A, C,O, t, r〉 is the vector

[V ∗(s1) V ∗(s2) . . . V ∗(s|O|)]
T, where V ∗ : S → R is the

optimal value function of the task, and each si = η(s, oi) is a

successor state of s upon outcome oi ∈ O.

Definition 4. Let U = 〈Uc1, . . . , Uc|C|
〉 and Ũ = 〈Ũc1, . . . , Ũc|C|

〉
be the OVV sets of the primary and auxiliary tasks,

respectively. The dissimilarity of the primary and auxiliary

tasks, denoted ∆(U, Ũ), is:

∆(U, Ũ)
def
= maxc∈C maxu∈Uc

{

min
ũ∈Ũc

||u− ũ||2
}

.
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Detrimental Action Transfer
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OVV Sets

Auxiliary Task:

[ 3 4 4 3 3 ]T

[ 3 5 5 4 4 ]T

[ 4 6 6 5 5 ]T

[ 5 6 7 6 6 ]T

[ 4 5 5 3 4 ]T

[ 4 6 6 4 5 ]T

[ 5 7 7 5 6 ]T

[ 6 7 9 6 7 ]T

[ 5 6 6 4 5 ]T

[ 5 7 7 5 6 ]T

[ 6 9 9 6 7 ]T

[ 7 9 10 7 9 ]T

[ 6 7 6 5 6 ]T

[ 6 9 7 6 7 ]T

[ 7 10 9 7 9 ]T

[ 10 10 10 10 10 ]T

Primary Task:

[ 7 9 9 7 7 ]T

[ 7 7 10 9 9 ]T

[ 9 6 9 7 7 ]T

[ 7 6 7 6 6 ]T

[ 9 10 7 7 9 ]T

[ 10 10 10 10 10 ]T

[ 10 7 7 7 9 ]T

[ 9 7 6 6 7 ]T

[ 7 9 6 9 7 ]T

[ 7 7 7 10 9 ]T

[ 9 6 6 9 7 ]T

[ 7 6 5 7 6 ]T

[ 6 7 6 7 6 ]T

[ 6 6 7 9 7 ]T

[ 7 5 6 7 6 ]T

[ 6 5 5 6 5 ]T
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