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This Chapter

e Defines the problem

e INnfroduces some important nofaftion and concepfs.

— Returns

— Markov property

— State/action value functions
— Bellman equations

— Get comfortable with them!

e Solution methods come next

— What does it mean 1o solve an RL problem?
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Formulating the RL problem

e Art more than science

e States, actions, rewards

e Rewards: No hints on how to solve the problem
e Dicounted vs. non-discounted

e Episodic vs. contfinuing

e Exercises 3.4, 3.5 (p.59)
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e Exercises 3.10, 3.11, 3.17
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