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ABSTRACT
As the prevalence of autonomous agents grows, so does the number of interactions between these agents. Therefore, it is desirable for these agents to be capable of collaborating without pre-coordination. While past research on ad hoc teamwork has focused mainly on relatively simple domains, the long-term vision has been to enable robots and other autonomous agents to exhibit the sort of flexibility and adaptability on complex tasks that people do. This research introduces a series of pick-up robot soccer experiments that were carried out in three different leagues at the international RoboCup competition in 2013. In all cases, agents from different labs were put on teams with no pre-coordination. This abstract summarizes the structure of these experiments and analyzes the results. The work describes a new large-scale ad hoc teamwork testbed that can serve as a starting point for future experimental ad hoc teamwork research.
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1. INTRODUCTION
The increasing capabilities and decreasing costs of robots makes it increasingly possible to study the interactions among teams of heterogeneous robots. To date, most such research on multi-robot teamwork assumes that robots share a common coordination protocol. However, as the number of different companies and research labs producing robots grows, and especially as long-term autonomous capabilities become more common, it becomes increasingly likely that robots will have the occasion to collaborate with previously unknown teammates in pursuit of a common goal. When engaging in such ad hoc teamwork [2], robots must recognize and reason about their teammates’ capabilities.

Although much of the initial research on ad hoc teamwork has taken a theoretical perspective, it has been argued that ad hoc teamwork is “ultimately an empirical challenge” [2]. In order to facilitate such empirical ad hoc teamwork research, this research summarizes a series of “drop-in player challenges” that the authors helped to organize at RoboCup 2013, a well-established multi-robot soccer competition. In each game of the challenges, robots were drawn from participating teams and combined to form a new team. Robots were not informed of each other’s identities, and thus had to adapt quickly, and without prior coordination, to their unknown teammates during the course of a game. Previous work by Bowling and McCracken [1] investigates ad hoc team agents in RoboCup, where the agent’s playbook differs from that of its teammates.

This research introduces drop-in player challenges as a novel testbed for ad hoc teamwork and facilitates future research in this area. The abstract’s main purpose is to serve as a basis for future large-scale experimental ad hoc teamwork research, both in RoboCup, and other multi-robot domains.

2. DOMAIN DESCRIPTION
In the RoboCup soccer domain, teams of autonomous robots compete with each other in a complex, real-time, noisy and dynamic environment, in a setting that is both collaborative and adversarial. RoboCup consists of several leagues, each emphasizing different research challenges. Our research takes place in three different RoboCup leagues: the Standard Platform League (SPL), the 2D Simulation League, and the 3D Simulation League. In the SPL, teams compete with identical Aldebaran Nao humanoid robots. In the 2D Simulation League, autonomous agents play soccer on a simulated 2D soccer field. 2D soccer abstracts away many of the low-level behaviors required for humanoid robot soccer, including walking and computer vision, instead focusing on higher-level aspects of playing soccer such as multiagent coordination and strategy. In the 3D Simulation League, soccer takes place in a 3D simulated environment with realistic physics. Simulated Aldebaran Nao robots receive abstract perceptual information and send torque commands for their motors to a central game server.

In all drop-in player challenges, teams were composed of randomly selected drop-in players from teams competing in the main RoboCup competition. The SPL challenge was scored using two metrics: average goal difference and average score from three judges where each judge was asked to award each drop-in player a teamwork score ranging from 0 to 1.

1 Videos of the challenges are at http://www.cs.utexas.edu/~AustinVilla/sim/3dsimulation/AustinVilla3DSimulationFiles/2013/html/dropin.html
to 10. The two scoring metrics were normalized and combined to determine the total score. In both of the 2D\(^3\) and 3D\(^4\) drop-in player challenges, agents were scored by the average goal difference received across all games it played.

3. RESULTS AND ANALYSIS

In this section, we summarize the results of the drop-in player challenges. As winners of the challenges should display the best adaptive teamwork abilities, not necessarily the best pre-coordinated teamwork and low level skills for playing soccer, we also compare teams' performances in the challenges to their performance in the main competition. Additionally, as the number of games played at the RoboCup competition do not provide statistically significant results, we also provide data from playing many games in the simulation leagues with binaries released after the competition.

SPL Results

The SPL drop-in player challenge consisted of four games. Table 1 shows challenge scores and rankings, as well as relative rankings in the main RoboCup competition.

Overall, the challenge's results were well correlated with the main competition's results. U Pennalizers and Berlin United finished near the bottom in the drop-in challenge, and they also were in the lower ranks for the main competition. Notably, B-Human was first for the drop-in and main ranks as well as the human judges' scores, indicating their teamwork and adaptability performed well in both settings.

2D Simulation Results

Seven games were played for the 2D drop-in player challenge. Following the competition, we also replayed the challenge with the released binaries across 4,200 games which included all combinations of the teams contributing two agents each to a game. Additionally we ran 1,000 games of our team's main competition binary (UT AustinVilla) against each of the other teams' released main competition binaries. Results for the both the drop-in player challenge and main RoboCup competition, as well as the results for each of these computed over many games run after the competition, are in Table 2.

The difference between drop-in player challenge results, and results across many games run after the competition, show that only playing seven games does not reveal the true rankings of teams (e.g. the last place team during the challenge at RoboCup, AUTMasterminds, finished third overall when playing thousands of games). Although there is not a direct correlation between ranking in the drop-in player challenge compared to standard team soccer, there is a trend for agents that perform better at standard team soccer to also perform better at the drop-in player challenge. Excluding the outlier team WrightEagle, which often showed odd behavior on our system during games, the top half of the teams for the drop-in player challenge over many games had an average rank of 4.25 when playing against UT AustinVilla, while the bottom half had an average rank of 6.75.

3D Simulation Results

The 3D drop-in player challenge was played across four games. We also replayed the challenge with released binaries across 630 games using all possible combinations of teams. Additionally we ran at least 100 games of our team's main competition binary (UT AustinVilla) against each of the other teams' released main competition binaries. Table 3 gives results for the both the drop-in player challenge and main RoboCup competition, as well as the results for each of these across many games run after the competition. There is not a strong correlation between rankings in the drop-in player challenge and ranking in the main competition. However, there is a trend that teams performing better at drop-in player soccer also do better at standard team soccer. The top half of teams for the drop-in player challenge over many games had an average rank of 3.4 against UT AustinVilla, while the bottom half's average rank was 7.6.

4. CONCLUSIONS

This abstract summarizes the first drop-in challenges that occurred at RoboCup 2013. These challenges serve as a novel testbed for ad hoc teamwork, in which agents must adapt to a variety of new teammates without pre-coordination. We believe that these original drop-in challenges will provide a basis for many future drop-in challenges, and will also serve as a reference for designing new ad hoc teamwork testbeds.
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