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A utonomous agents are intelligent

software programs. Typically,

agents are situated in an environment.

Repeatedly, they sense their environment,

engage in some decision making whereby

they select actions, and execute their

actions, which, in turn, impact their envi-

ronment. Moreover, in most cases, the

environment contains a number of such

agents whose actions typically mutually

affect one another. This interdependence

arises because the different agents, with

their own aims and objectives, must oper-

ate in a common environment that has

finite resources and capabilities. Depend-

ing on the dependency’s nature, several

different types of social interaction occur

between the agents, including
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• Cooperation (working together to achieve
a common objective)

• Coordination (arranging the actions to
ensure they’re coherent)

• Negotiation (coming to a mutually accept-
able agreement on some matter)

Against this background, one of the most
important mechanisms for exchanging re-
sources or conducting negotiations among
multiple individuals is the marketplace.
Examples include open-air bazaars in which
buyers and sellers haggle informally over the
prices of trinkets; Sotheby’s Auction House,
which uses English outcry auctions to sell
high-priced goods to select buyers; and the
New York Stock Exchange, where traders
exchange millions of shares every day. Tra-
ditionally, the individuals participating in
markets were assumed to be (boundedly)
rational human beings acting in their own
self-interest. Increasingly, however, autono-
mous agents are becoming active participants
in marketplaces. Given this trend, this spe-
cial issue devotes itself to studies on the inter-
actions between autonomous agents and
markets.

Autonomous agents vs. 
human traders

Market agents have at least three main
potential advantages over human traders.
First, agents have computational advantages.
They can operate faster and handle more
transactions. However, and perhaps more
important, in many trading contexts agents
can more effectively optimize the set of
goods to buy or sell given current prices. For
example, in a travel scenario, which involves
combinatorially many packages comprising
flights, hotel rooms, rental cars, and so on,
an autonomous agent should be able to
search through the alternatives and make the
most advantageous trades more effectively
than humans. (One of the articles in this issue
considers just such a scenario.)

Second, agents don’t get distracted—they
can participate in ongoing auctions without
directing their attention elsewhere. Take, for
example, bidding agents on eBay. Such auc-
tions last for several days with new bids arriv-
ing anytime. If a human bidder happens to
be offline when an auction closes and if other
bidders place critical bids at that time, the
first bidder, who has no opportunity to react,
possibly forgoes the opportunity to improve
upon his or her bid and so derive some ben-
efit (or utility). However, you can program

an autonomous bidding agent to top any new
bid up to some maximum price, thus ensur-
ing that the bidder wins the auction and that
the bidder’s utility is maximized, as long as
the price is right.

Third, you can program an agent to be
immune to the flaws of reasoning to which
humans are notoriously susceptible. Daniel
Kahneman and Amos Tversky demon-
strated that people can make different deci-
sions regarding two choices with the same
outcome.1 For example, most people would
rather take a sure $500 than a 50-percent
chance at $1,000. On the other hand, if
people are initially given $1,000, they
would rather take a 50-percent chance at
losing $1,000 than a sure $500 loss. Even
though from a rational perspective, these
two decisions should be the same, people

nonetheless decide differently. Agents, on
the other hand, can be programmed to
avoid this problem.

Rajarshi Das and his colleagues have
illustrated several of these advantages in the
trading domain.2 They pitted humans and
agents against each other in controlled
experiments in a continuous double-auction
scenario (like the stock market). They dis-
covered that a significant amount of human-
agent trading occurred (not just agents trad-
ing with agents and humans trading with
humans) and that the agents performed sig-
nificantly better, even when the humans
were experienced.

Despite autonomous agents’ potential
advantages, many challenges hinder their
widespread deployment in marketplaces. For
example, agents must be reliable and trust-
worthy. If a human bidder is relying on an
agent to place bids in an auction, it’s unac-
ceptable for the agent to crash. It’s also unac-
ceptable for the agent to reveal any informa-

tion about its future bids to competing bid-
ders, lest its competitors exploit this infor-
mation to their advantage. Furthermore, we
need to devise methods of accurately encod-
ing preference relations in agents that will
represent human bidders.

This special issue contains articles that
specifically address these and other out-
standing challenges that we must overcome
before agents become a ubiquitous compo-
nent of electronic marketplaces.

This issue
The articles in this special issue cover a

broad range of topics. In “Computational-
Mechanism Design: A Call to Arms,” Raj-
deep K. Dash, David C. Parkes, and Nicholas
R. Jennings present an overview of the ter-
minology and issues in designing the rules
that govern interactions between agents (this
is the problem of computational mechanism
design). They outline ways that mechanisms
can and should be tailored to address com-
putational concerns, and they advocate the
design of mechanisms suited to distributed
systems.

From an architectural perspective, before
agents can engage in a market, they must
know where to find it. For example, if you
deploy an agent as a shopbot to buy a partic-
ular book, it first must know where to find
the online bookstores. For this purpose, mid-
dle agents can direct buyers toward potential
sellers and vice versa. In “The Role of Mid-
dle-Agents in Electronic Commerce,” Itai
Yarom, Claudia V. Goldman, and Jeffrey S.
Rosenschein explain the role of various types
of middle agents in e-commerce settings.
They analyze, through simulation, the effect
of various configurations of buyers, sellers,
and intermediaries.

The remaining four articles examine spe-
cific examples of agents participating in
marketplaces.

In “Protocols for Negotiating Complex
Contracts,” Mark Klein and his colleagues
propose a protocol for negotiations between
two agents in which several related con-
cerns exist. For example, an item’s or ser-
vice’s price is typically related to its qual-
ity (higher quality means higher price), and
delivery time is often related to price (buy-
ers must often pay a premium to have a ser-
vice carried out immediately). The authors
propose a protocol that relies on a trust-
worthy mediator that searches through the
solution space to find an agreement that’s
nearly Pareto optimal. This scheme aims to
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avoid outcomes like that which arises in the
prisoners’ dilemma. And perhaps what’s
more interesting, the authors also describe
an unmediated negotiation protocol that
performs as well as the mediated negotia-
tion protocol.

In “Trading Agents Competing: Perfor-
mance, Progress, and Market Effective-
ness,” Michael P. Wellman and his col-
leagues analyze the third international Trading
Agent Competition. TAC is intended to pose
benchmark problems in the autonomous-
agents research community. Started in 2000,
the classic TAC scenario has simulated
travel agents bidding in simultaneous auc-
tions to obtain flights, hotel rooms, and
entertainment tickets for clients with vary-
ing preferences. Strategies have evolved
over the years, the success of which depends
heavily on an agent’s ability to predict auc-
tion clearing prices. But up to this point,
there’s been little or no analysis of the rel-
ative performance of different prediction
strategies. In addition, there’s been no
analysis of the agents’ overall efficiency as
they collectively solve TAC’s distributed-
allocation problem. This article provides
both types of analyses.

In a similar vein is a new project at the
University of Pennsylvania that introduces
another platform for agent competitions, but
in a stock-trading scenario with market con-
ditions that are directly tied to NASDAQ in
real time. Stock ticker data has been readily
available for several years, but only recently
has real-time information about complete
standing-order books (that is, buy and sell
limit orders) been obtainable via electronic
crossing networks such as Island. The Penn-
Lehman Automated Trading Project takes
advantage of this recent advance to create a
market simulation in which (simulated)
trading agents can buy and sell stock, both
from one another and from true traders. The
stock prices in the simulation are thus tied
directly to the real world. In “The Penn-
Lehman Automated Trading Project,” Michael
Kearns and Luis Ortiz introduce this novel
simulator, presenting its underlying imple-
mentation details and relating some of the
early experiences of autonomous-agent par-
ticipants.

In recent years, some countries have
deregulated their electricity supply industries
to obtain the benefits of increased competi-
tion. This has given birth to the application
area of competitive electricity markets. In
“MASCEM: A Multiagent That Simulates

Competitive Electricity Markets,” Isabel
Praça and her colleagues describe a simula-
tor that can serve as a decision support tool.
With this tool, users can explore both the
effects of various rules that could be imposed
on the marketplace and the effects of differ-
ent bidding strategies on the overall system’s
performance.

We believe that the coupling of
autonomous agents and market-

places will fundamentally change how many
goods and services are traded. In particular,
we believe dynamic pricing will once again
become the norm for many types of trading
encounters (fixed prices are, in fact, a rela-
tively new phenomena) and that trading rela-
tionships will be established and disbanded
in a much more agile and timely fashion than
is currently possible. This vision relies on
markets’ intrinsic economic properties and
on having autonomous participants that can
rapidly make informed decisions in ever-
changing environments.

To make this vision a reality, much work
remains. Such work needs to address the sci-
entific aspects associated with making deci-
sions in complex situations, the engineering
aspects of building reliable software in chal-
lenging environments, and the social aspects
of trusting software to make (financial) deci-
sions on behalf of users. These various strands
of endeavor are well represented by the arti-
cles in this special issue, which, we believe,
provides an important point of departure for
work in this exciting new area.
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