Adaptive Heterogeneous Scheduling for Integrated GPUs

ABSTRACT

Many processors today integrate a CPU and GPU on the same die, which allows them to share resources like physical memory and lowers the cost of CPU-GPU communication. As a consequence, programmers can effectively utilize both the CPU and GPU to execute a single application. This paper presents novel adaptive scheduling techniques for integrated CPU-GPU processors. We present two online profiling-based scheduling algorithms: na"\i ve and asymmetric. Our asymmetric scheduling algorithm uses low-overhead online profiling to automatically partition the work of data-parallel kernels between the CPU and GPU without input from application developers. It does profiling on the CPU and GPU in a way that doesn’t penalize GPU-centric workloads that run significantly faster on the GPU. It adapts to application characteristics by addressing: 1) load imbalance via irregularity caused by, e.g., data-dependent control flow, 2) different amounts of work on each kernel call, and 3) multiple kernels with different characteristics. Unlike many existing approaches primarily targeting NVIDIA discrete GPUs, our scheduling algorithm does not require offline processing.

We evaluate our asymmetric scheduling algorithm on a desktop system with an Intel 4\textsuperscript{th} Generation Core Processor using a set of sixteen regular and irregular workloads from diverse application areas. On average, our asymmetric scheduling algorithm performs within 3.2\% of the maximum throughput with a CPU-and-GPU oracle that always performs best when run on multicore CPU. Moreover, the optimal division of work between the CPU and GPU is very application dependent. As achieving maximum performance often requires simultaneous use of both CPU and GPU, the asymmetric scheduling algorithm performs within 3.2\% of the maximum performance often requires simultaneous use of both CPU and GPU. Moreover, the optimal division of work between the CPU and GPU is very application dependent. As achieving maximum performance often requires simultaneous use of both CPU and GPU, the asymmetric scheduling algorithm performs within 3.2\% of the maximum performance often requires simultaneous use of both CPU and GPU.
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1. INTRODUCTION

In many modern processors such as Intel’s IvyBridge and Haswell processors, and AMD’s Trinity and Richland processors, the GPU is resident on the same die as the CPU and has the same address space. Such processors present new challenges to application developers, as achieving maximum performance often requires simultaneous use of both CPU and GPU. Moreover, the optimal division of work between the CPU and GPU is very application dependent. As an example, consider Fig. 1 which shows the performance of Barnes-Hut (BH) and Face detection (FD) on an Intel Haswell machine as the proportion of work assigned to the GPU is varied from 0\% to 100\% in increments of 10\% (lower is better). BH is optimal at 40\% and FD is optimal at 0\%.
ber of prior studies [4,12,18,22,24,32]. Their techniques fall into three broad categories:

- **Off-line training** [18,22,24]: Train the runtime scheduling algorithm on input data set and then use the previously obtained information on the real run. The success of this approach depends crucially on how accurately the training reflects what happens during the real run. Moreover, the training must be repeated for each new platform.

- Use a **performance model** [4,19]: Accurate performance models are notoriously difficult to construct, particularly for irregular workloads since runtime behavior is very dependent on characteristics of the input data.

- **Standard work-stealing** with restrictions on stealing [12,32]: Since the GPU cannot initiate communication with the CPU, only extensions where work is pushed to GPUs can address load imbalance. Such approaches incur overheads on the CPU execution since the CPU has to act on behalf of the GPU workers.

Most of the prior work has been performed in the context of discrete GPUs, where data must be communicated between CPU memory and GPU memory over slow interconnect such as the PCIe bus. This high-latency communication limits the CPU to offload relatively coarse-grain tasks to the GPU. Integrated GPUs dramatically reduce the cost of data communication between CPU and GPU, so finer grain work sharing between the CPU and GPU than has been explored by prior work becomes possible.

In this paper, we present novel scheduling techniques for integrated CPU-GPU processors that leverage online profiling. Our techniques profile a fraction of the work-items on each device and decide how to distribute the workload between the CPU and GPU based on the measured device execution rates. Because our algorithm is fully online, it does not require any prior training and carries no additional overhead when applied to applications with new data sets or new platforms.

While seemingly simple, scheduling based on online profiling must avoid several pitfalls to produce good results. **First**, it should perform the profiling with near zero overhead, effectively utilizing all available resources, as otherwise, the profiling cost might significantly reduce the benefit of subsequent heterogeneous execution. **Second**, it should accurately measure the execution ratio of different devices, which might be non-trivial in the presence of load imbalance that often occurs in irregular applications. **Finally**, it should be able to effectively handle diverse realistic workloads including those with multiple kernels and multiple invocations of the same kernel, accounting for the fact that optimal execution might require different CPU/GPU partitioning of the different kernel invocations or different kernels.

Our approach addresses these challenges and demonstrates that, if implemented correctly, profile-based scheduling has very little overhead and produces an efficient execution strategy which competes with an offline Oracle model. We do note that these benefits are for integrated GPU systems where the offload cost is very small.

Specifically, our contributions are as follows:

1. We present a simple **naive** profiling based scheduling algorithm that partitions work between CPU and GPU cores of an integrated GPU system without requiring any application-specific information from the application writer. We analyze the overhead associated with such a scheme.
2. We improve our naive profiling scheme and devise a novel **asymmetric scheduling** algorithm that eliminates some of the overheads associated with naive profiling. We show that asymmetric profiling introduces zero overhead in the profiling phase.
3. Furthermore, we extend our asymmetric scheduling algorithm with several adaptive schemes to address load imbalance due to irregularities within a parallel_for loop and also across multiple parallel_for invocations.
4. We present an experimental evaluation of our algorithms on an Intel 4th Generation Core Processor using an extensive set of sixteen benchmarks which comprise of a mix of regular and irregular code. On average, our asymmetric scheduling algorithm performs within 5.8% of the maximum throughput obtained by an exhaustive search algorithm. Furthermore, our asymmetric algorithm with adaptivity can further improve the efficiency and achieves within 3.2% of the exhaustive search algorithm.

The layout of the paper is as follows. Sec. 2 outlines the problem statement for heterogeneous execution and discusses it’s complexity. Sec. 3 summarizes our programming model and runtime. Sec. 4 describes our naive profiling algorithm and analyzes it’s overhead. Sec. 5 describes our asymmetric profiling scheduling algorithm. We describe the details of our implementation in Sec. 6. This is followed by the evaluation of the proposed schemes as well as a brief description of the benchmarks and hardware in Sec. 7 followed by discussion of the results. We discuss related work in Sec. 8 and conclude in Sec. 9.

## 2. PROBLEM STATEMENT

The heterogeneous programming framework we use provides a **parallel_for** loop construct for the data-parallel execution of independent loop iterations. Our applications have one or more data-parallel parallel_for loops. We would like to determine the optimal partitioning of loop iterations between the CPU and the GPU that minimizes the execution time of the parallel_for.

**Why is this hard?** Several factors make automatic heterogeneous scheduling challenging for CPU+GPU processors:

- The CPU and GPU have different device characteristics. CPU cores are typically out-of-order, have sophisticated branch predictors, and use deep cache hierarchies to reduce memory access latency. GPU cores are typically in-order, spend their transistors on a large number of ALUs, and hide memory latency by switching between hardware threads. This dissimilarity leads to significant differences in execution performance. Certain applications may execute significantly faster on one device than the other. As a result, executing even a small amount of work on the slower device may hurt performance.

- Certain parallel_for iterations may take more time than others. Without a priori information about the loop’s behavior, it is hard to optimally divide work between the CPU and GPU automatically.

- Iterations may show execution irregularity due to, e.g., data-dependent control flow operations. Without knowl-
edge of the input data, it is hard to determine the optimal partitioning.

- There can be more than one `parallel_for` in an application and each may be invoked more than once, as in the second `parallel_for` in Fig. 2. Since one parallel loop can have the side effect of warming the cache for a second loop, understanding the interactions among the different parallel loops is important to optimally partition work. Similarly, interactions between the multiple invocations of the same parallel loop can also be important for optimal work scheduling.

As a result, devising an automatic heterogeneous scheduling algorithm to handle all these situations is a daunting task. In the remainder of this paper, we do not address interactions among two or more parallel loops, but plan to address it in future work. Furthermore, we do not specially treat `parallel_for` loops that do not have enough parallelism to keep all GPU resources busy. In the future, we plan to execute these loops entirely on the CPU.

3. BACKGROUND

This section briefly describes our heterogeneous programming model and then discusses various existing approaches to heterogeneous execution.

3.1 C++ programming model

We use the Concord [5] C++ framework to evaluate the benefits of our different scheduling algorithms. However, our scheduling techniques should apply to other programming frameworks with similar data-parallel APIs such as OpenMP, OpenACC, and C++ AMP. Concord is a heterogeneous C++ programming framework for processors with integrated GPUs, and is designed to allow general-purpose, object-oriented, data-parallel programs to take advantage of GPU execution. It provides two parallel constructs for offloading computations to the GPU: a `parallel_for` loop and a `parallel_reduce` loop. These APIs are similar to popular data-parallel multi-core C++ programming models such as TBB [1], OpenMP, Cilk [23], and Galois [28]. Both these constructs take as arguments the number of data-parallel iterations and the closure object which encompasses the parallel code. Concord does not guarantee that different loop iterations will be executed in parallel, and does not guarantee floating point determinism in reductions. Also, programmers should make no assumptions about the order in which different iterations are done. For the rest of the paper, we only focus on the `parallel_for` construct – similar techniques apply to `parallel_reduce`.

Fig. 2 shows an example Concord C++ program demonstrating the use of two `parallel_for` constructs. The first `parallel_for` increments every element of an N-element array `a` using the data-parallel kernel in `Foo::operator` once (single invocation kernel), while the later loop decrements the elements of `a` using the `Bar::operator` kernel multiple times (multiple invocation kernel). The classes `Foo` and `Bar` contain the environment (e.g., `a`) for the parallel code specified in the `operator` functions.

3.2 Heterogeneous execution model

Supporting data parallelism in a heterogeneous system requires two things. First, executable versions of a kernel must be compiled for each system device. Like systems such as Dandelion [31] and Lime [16], Concord [5] addresses this by translating a high-level language kernel to separate native executables for the CPU and GPU. Second, a scheduling mechanism is required to determine where each `parallel_for` iteration will be executed. There are different approaches to scheduling `parallel_for` iterations across multiple devices of a heterogeneous system that aim to minimize execution time. We summarize them below.

3.2.1 Offline profiling

The application is first run using a training data set and profiled. The profiling data is used to select the scheduling policy for subsequent application runs against real data. QiLin [24] performs an offline analysis to measure the kernel's execution rate on each device (CPU and GPU). These rates are used to decide the distribution of work for each device. QiLin uses a linear performance model to choose the scheduling policy based on the size of the input data set. In general, there are two main drawbacks of offline-profiling. First, the scheduling policy chosen depends on the training data, i.e., if the training data differs significantly from the actual data used in subsequent runs, the scheduling policy is likely to be suboptimal. Second, new execution rates and work distributions must be determined for each new target platform.

3.2.2 Online approaches

In online approaches, the decision of where to execute `parallel_for` iterations is made at runtime. The programmer does not have to train the system on representative inputs for each target platform. We discuss some common online approaches below.

- Work-stealing [9] is a popular way to address load imbalance in multi-core execution. However, a GPU differs from the CPU in one important aspect when addressing load imbalance. Current GPUs cannot initiate communication with the CPU or execute atomic operations visible to the CPU which means a GPU cannot request work from non-local work pools. The GPU cannot use persistent threads to steal work from a common pool because of the relaxed CPU-GPU memory consistency, which only guarantees that GPU memory updates will be visible after the GPU code terminates. Furthermore, the GPU is statically scheduled: once items are scheduled to be processed on the GPU, the order in which they are processed is undefined and hence we can make no assumptions about
which items can be stolen from the GPU’s local pool by other threads.

One simple approach to addressing load imbalance that avoids these limitations is to have a dedicated GPU proxy thread running on the CPU to perform work-stealing on behalf of the GPU. The GPU proxy thread can steal a number of loop iterations to execute on the GPU, then wait for the GPU to complete their execution or until all iterations have been processed by either the CPU or the GPU. The time to execute a number of loop iterations on the GPU is a key performance bottleneck. If we choose many iterations in order to reduce the overhead of launching work on the GPU, the GPU might stall loop termination while the CPU threads are out of work. On the other hand, if we choose too few iterations, this will increase the number of GPU offload requests as well as underutilize the GPU hardware, as we show later in Sec. 4.2.

- **Profiling-based** is an online profiling based approach. The application kernel is dynamically profiled and used to determine the distribution of workload between the CPU and the GPU. The key to this approach is that the profiling phase should not introduce any overhead that can not be compensated by the benefits obtained by doing it. We present two online-profiling based techniques in the next two sections and analyze their overheads.

### 4. NAIVE PROFILING

In this section, we propose a heterogeneous scheduling algorithm based on a simple online profiling scheme and analyze the associated overheads.

It is well-known that regular applications with little or no load imbalance are well-suited for GPUs whereas multi-core CPUs equipped with accurate branch predictors are capable of performing well across regular or irregular, balanced or imbalanced workloads. As a result, we first determine the characteristics of a workload using an online profiling run in order to determine the rate of execution on each device. This profiling information is used to decide the percentage of remaining iterations to assign to each device.

Fig. 3 shows our naive profiling scheduling algorithm. It executes in two phases – profiling phase and execution phase. When a kernel is executed for the first time over N items, the runtime forks a proxy thread that offloads Nfp iterations to the GPU, where ffp is a ratio between 0 and 1 and measures the rate Gr at which the GPU processes the kernel. Concurrently, the runtime thread itself processes another Nfp iterations on the multicore CPU and computes the CPU rate Cr. Both threads merge on a barrier after completing the profiling phase where they compare the two rates Gr and Cr. Based on these rates, the runtime distributes the remaining iterations to the CPU and GPU in the execution phase. New rates are computed and cached for future invocations of the same kernel. For already-seen kernels, the runtime uses the old values of Cr and Gr to distribute iterations.

The naive profiling based scheduling algorithm may introduce overheads in both the phases: (1) in the profiling phase, one of the devices completes execution before the other one; (2) if the iterations used in the profiling phase are not representative of the entire iteration space (applications with imbalance and irregularity fall into this category), then the execution phase may introduce some more overheads. We address both these overheads with an asymmetric scheduling algorithm (Sec. 5). Below, we first provide theoretical analysis of our naive profiling algorithm and then discuss how ffp is determined.

#### 4.1 Analysis

Let αg denote the ideal ratio for distribution to the GPU, and the remaining 1 − αg to the CPU. If we denote the rate with which CPU executes work items as Cr and GPU as Gr, we would like to find the ratio αg of work items to be offloaded to the GPU such that:

\[
\frac{Na_g}{G_g} = \frac{N(1-\alpha_g)}{C_r}
\]  

(1)

Where N is the total number of work items to be processed due to a call to the `parallel_for`. Using this formula, we can derive the value of αg as:

\[
\alpha_g = \frac{G_r}{G_r + C_r}
\]

Intuitively, αg specifies how fast the GPU is compared to the CPU. So if the two devices are processing items at the same rate (Cr = Gr), we would have αg = 0.5.

The ideal time to execute the N work-items can be expressed as:

\[
T_{\text{ideal}} = \frac{N}{C_r + G_r}
\]  

(2)

Real execution time will consist of the Tprof, time to profile Nfp work on CPU and GPU, and Texec, time to execute the remaining items according to the measured distribution ratio βg.

\[
T_{\text{real}} = T_{\text{prof}} + T_{\text{exec}}
\]  

(3)

The distribution ratio βg computed by the profiling may differ from the ideal distribution ratio αg that allows both devices to terminate at the same time. This could happen, for example, if the workload is highly irregular or if the profiling stage is too short. How much the execution time Texec
differs from the ideal time to execute \((1 - 2f_p)N\) remaining items depends on the difference between \(\alpha_g\) and \(\beta_g\), as stated in the theorem below. Ideally, we would like to derive \(\beta_g\) as close to \(\alpha_g\) as possible.

**Theorem 1.** The overhead of executing \(P\) iterations using distribution ratio \(\beta_g\) instead of the ideal ratio \(\alpha_g\) is proportional to the difference between \(\beta_g\) and \(\alpha_g\).

**Proof.** The overhead is the difference of execution times with \(\beta_g\) and \(\alpha_g\),

\[
T_{\text{overhead}} = \max[\frac{N\beta_g}{G_r} \frac{N\alpha_g}{C_r}, \frac{N(1 - \beta_g)}{C_r} - \frac{N(1 - \alpha_g)}{C_r}]
\]

\[
= \max[N\left(\frac{\beta_g - \alpha_g}{G_r}, \frac{\alpha_g - \beta_g}{C_r}\right)] (4)
\]

The above difference is clearly proportional to \(\beta_g - \alpha_g\). \(\square\)

Another source of overhead with the naïve profiling algorithm is a suboptimal distribution of work during the profiling phase. The profiling time is the maximum of time to execute \(Nf_p\) items on each of CPU and GPU.

\[
T_{\text{prof}} = \max[\frac{Nf_p}{G_r}, \frac{Nf_p}{C_r}] (5)
\]

The profiling phase can impose significant overhead if the difference between \(G_r\) and \(C_r\) is very large. For example, assume that the GPU is 10x faster than the CPU \((G_r = 10C_r)\). In this case,

\[
T_{\text{prof}} = \max[\frac{Nf_p}{10C_r}, \frac{Nf_p}{C_r}] = \frac{Nf_p}{C_r}
\]

If we assume \(f_p = 5\%\), the time taken by the profiling phase becomes \(\frac{0.05N}{C_r}\). As the GPU is 10x times faster than the CPU, it completes its profiling run in one tenth of the time. If the GPU would continue working during the rest of the profiling run it could complete nine times as much work, that is, another 45% of the total work. Even if the profiling is accurate, and the remaining work is divided between the CPU and GPU using the ideal distribution ratio \(\alpha_g = 0.9\), the time the GPU has spent idle during the profiling stage will have significant negative effect on total execution time.

### 4.2 Determining profiling size

Determining the right number of iterations or work-items to use for profiling is important. Picking too many items for the profiling phase can increase the profiling overhead since one device may have to wait for the other device to complete execution. On the other hand, picking too few work items for the GPU can underestimate GPU performance since it is underutilized. Ideally, the profiling size should be large enough to utilize all the available GPU parallelism. To illustrate this point, we demonstrate the impact of different profiling sizes on two kernels: one regular kernel and the other irregular.

**Regular kernel:** Fig. 4 shows the impact of choosing different profiling sizes on the performance of a simple synthetic kernel running on the integrated GPU (details of our experimental platform are provided in Sec. 7). This kernel computes the sum of integers from 1 to 2048 per work-item. There are no memory accesses and no thread divergences in the kernel. We report the GPU execution rate, \(G_r\), as we increase the number of work-items offloaded to the GPU. As we increase the number of items, we see an increase in \(G_r\) as the GPU takes the same amount of time to process more items. The rate stabilizes at 2048 items, which implies that the GPU hardware was underutilized when processing less than 2048 items. Ideally, we would like to have at least 2048 items to profile accurately and not underestimate this specific GPU.

**Irregular kernel:** Irregular kernel code may complicate the choice of a good profiling chunk size. Fig. 5 shows the average execution rates for both BH-U and BH when we process items in chunk sizes ranging from 512 to 8192. We show the execution rates separately for the CPU \((C_r)\) and GPU \((G_r)\). The CPU performance is relatively stable for both BH and BH-U (the difference in time per item for the two versions is due to the improved locality with BH), and not affected by increasing chunk size. However, for BH-U on the GPU, \(G_r\) increases sharply from 512 to 1024 and is relatively stable for larger values. A similar but less subtle trend is visible for BH on the GPU as well.

The impact of picking a small chunk size for GPU profiling is visible in Fig. 5. If we pick a chunk size of 512 for BH-U, we get the GPU rate \(\frac{1}{128}\), and the CPU rate \(\frac{1}{16}\), which leads to an offload ratio \(\alpha_g\) of 0.17. However, if we pick 1024 as the chunk size, we get a different rate for the GPU \(\frac{1}{64}\) and for the CPU \(\frac{1}{16}\) leading to an GPU offload ratio of 0.27, which is close to the static optimal 0.30.

To summarize, we want to use the smallest number of items that fully utilize the GPU. The integrated GPU we use in our experimental evaluation has 20 execution units (EU), 7 threads per EU, each thread being 16-way SIMD.

---

3BH is an optimized version of Barnes-Hut algorithm (BH-U), where the bodies are sorted in a breadth-first-search order from the root.
for a total of 2240 work-items that can execute at one time. This information can be obtained automatically by querying the GPU device using the OpenCL API. So, we use 2048 as the profiling size for our evaluation which agrees with our empirical observation above for both regular and irregular kernels.

5. ASYMMETRIC PROFILING

In this section, we describe our asymmetric profiling algorithm that addresses the overheads of the naïve profiling algorithm and additionally, provides adaptive strategies that handle load imbalance due to irregularity and multiple invocations per kernel.

The first overhead in naïve profiling was caused by waiting on a barrier when one of the devices finishes execution before the other. We address this overhead in asymmetric profiling as follows: we initially have a shared pool of work consisting of the entire parallel iteration space, and we pick a portion \( f_p \) of items to be offloaded to the GPU using the proxy GPU thread. The CPU workers continue to pick items from the shared global pool and locally collect profiling information. When the GPU proxy thread finishes profiling, it performs the following steps in order: (1) computes the distribution ratio by reading each worker’s local profiling statistics (during this time, the CPU workers continue to work on the shared pool), (2) empties the shared pool, (3) adds the CPU portion of the work to one of the CPU worker’s work-stealing queue, and (4) finally offloads GPU portion of the work to GPU. Fig. 6 illustrates the algorithm. It is important to note that while the GPU is executing, CPU workers continue to work from the shared pool, thereby eliminating the overhead seen in naïve profiling.

One of the design choices for asymmetric scheduling is to start with a shared pool in the profiling phase instead of work-stealing. This is justified since at the beginning we have no knowledge of how to partition work among CPU workers and the proxy GPU worker. For example, for applications with irregularities, it may be costly to partition the work up front into the work-stealing queues.

If both the devices are kept busy in the profiling phase by having sufficient number of parallel iterations, it can be seen that the profiling phase will introduce zero overhead in the asymmetric profiling algorithm (theoretical analysis is provided below in Sec. 5.1). Similar to the naïve profiling, the vanilla version of asymmetric profiling may still introduce overhead in the execution phase if the iterations used in profiling phase are not representative of the entire iteration space. We address this in Sec. 5.2.

5.1 Analysis

We now analyze the overhead of asymmetric profiling compared to the ideal execution scenario. We concentrate on the analysis of the profiling phase, as the behavior of the execution phase in the base algorithm is identical to that of naïve profiling. Assuming the runtime offloads \( f_p \) fraction of the original items to the GPU and allows CPU threads to execute as long as the GPU is busy, the time taken by the GPU to complete \( N_f \) items is \( t_p = \frac{N_f}{N_{\text{f}} f_p} \). At the same time, CPU completes an additional \( t_p C_r \) items assuming there is enough work to keep it busy. In this case, the overhead of the profiling is zero, as both GPU and CPU work all the time. On the other hand, if the amount of work offloaded to GPU is so large that there is not enough work items for CPU, there is a non-zero overhead. This observation is formally stated by the following theorem.

**Theorem 2.** Overhead of the profiling phase in the asymmetric profiling algorithm is zero if \( f_p < \alpha_g \).

**Proof.** The number of items executed by CPU is maximum of the amount of work it can perform in \( t_p \) time and the remaining work:

\[
N_C = \max(t_p C_r, (1 - f_p)N)
\]

The first argument to \( \max \) is greater than the second, when \( t_p C_r > (1 - f_p)N \), which simplifies to \( f_p > \alpha_g \). In this case, the total amount of work executed by CPU and GPU is \( N_p = N_f + \frac{N_f}{f_p}C_r \). In the ideal case, this work can be executed by CPU and GPU working together in \( \frac{N_p}{t_p + \frac{N_f}{f_p}C_r} \) time.

This time is equal to the profiling phase time \( \frac{N_f}{f_p}C_r \) as can be shown by simple algebraic transformations. The overhead of the profiling phase is, thus, zero.

In practice, \( f_p \) is likely to be greater than \( \alpha_g \) only when CPU is significantly faster than GPU. For example, if we offload 5% of work to GPU for profiling, CPU should be at least 19x faster than GPU to trigger non-zero overhead. To handle such cases our work can be combined with static profiling techniques such as [18] to determine if the workload has a strong CPU bias and use CPU-biased asymmetric profiling instead of the GPU-biased one.

5.2 Addressing load imbalance

In order to address bias due to the initial profiling, the profiling can be repeated until a certain termination condition is reached, after which the benefits of re-profiling diminish. This ensures that we profile more than once to understand the application-level imbalance better. We consider two termination conditions: convergence and size.
Convergence-based strategy repeats profiling until $\beta_g$ converges. For example, we could re-profile until computed ratios differ by no more than 0.05. The assumption with convergence strategy is that once the distribution ratio stops changing, it is close to the ideal ratio $\alpha_g$. Convergence strategy works well when distribution ratio indeed stabilizes after temporary converging. On the other hand, size-based strategy repeats the profiling until a certain portion of the work items has been completed. For example, we could re-profile till the number of remaining items is more than 50%. Size-based strategy works well when $i)$ running CPU threads in profiling mode does not impose a lot of overhead, and $ii)$ the irregularity of the workload gets amortized over fixed portion of the items.

When re-profiling, it is important to keep both CPU and GPU busy. As has been shown by Theorem 2, asymmetric profiling incurs no overhead only when there is sufficient amount of work to keep CPU busy while GPU performs its fixed portion of work. The profiling strategy, thus, should keep the total fraction of items offloaded to GPU below the ideal distribution ratio $\alpha_g$, or, more practically, below its approximation, $\beta_g$, from a prior profiling run.

It is important to note that there can be scenarios where neither size-based or convergence-based strategies can determine the optimal partitioning - for example, triangular loop inside a parallel\_for loop. We believe such scenarios are rare in practice - none of the sixteen benchmarks we studied exhibit this kind of behavior.

5.3 Multiple invocations per kernel

In programs where the kernel is executed multiple times, the programmer can assume the first invocation as a profile run to obtain the rate of execution on both devices. After the first run, whenever we execute some items on one or both devices, we observe the execution rates and update our offload ratio $\beta_g$ according to the selected update strategies described below.

5.3.1 Update functions:

Given an execution of some items on the devices, we use ($C_r$, $G_r$, $C_a$, $G_a$), where $C_r$ and $G_r$ are rates and $C_a$, $G_a$ are number of items processed by the CPU and GPU respectively. Two variants we propose are:

1. **Greedy**: Simply use the $G_r$, $C_r$ to compute $\beta_g$. This is always used the first time a rate is computed since we assume no initial distribution of work-items.

2. **Sample weighted**: Compute $w = \frac{C_n + G_n}{C_n + G_n + T_n}$, where $T_n$ is the number of items used to compute the rate so far, and $\beta^{\text{new}} = \frac{G_n}{C_n + G_n}$. And set the new ratio to be $\beta_g = w\beta^{\text{new}}_g + (1-w)\beta_g$. Update $T_n += C_n + G_n$. We also evaluate a device-weighted variant, which weights the rate computed by each device by the number of items processed by the device for that profiling run. We do not observe a significant improvement in the performance of device-weighted updates. We use the sample-weighted updates for our experimental results.

6. IMPLEMENTATION

In this section, we briefly discuss the implementation details that is used in the evaluation in Sec. 7. We start with details on the compiler infrastructure, followed by a summary of the heterogeneous runtime describing when and where the scheduling decision takes place.

Compiler: Our evaluation uses data-parallel C++ applications where the parallel regions are expressed using Concord parallel\_for constructs as described in Sec. 4.

Fig. 7 depicts our overall compilation and runtime framework. We use the CLANG and LLVM infrastructure to compile our C++ programs. The static compiler identifies kernels and generates both native CPU and GPU OpenCL code for them. It then emits a host-side executable containing all code including the OpenCL code.

Runtime: During program execution, the runtime loads the embedded OpenCL code and just-in-time compiles it to GPU ISA using the vendor-specific OpenCL compiler. It also decides how to distribute the work between the CPU and GPU. It implements work-stealing on the CPU, with one of the CPU worker threads (the GPU proxy thread) offloading to the GPU as guided by online profiling. The observed distribution ratio, $\beta_g$, for our scheduling algorithms (described in Sec. 4 and Sec. 5) is computed in the GPU proxy thread which then redistributes the parallel iterations among the CPU and GPU cores.

7. EVALUATION

We now present an evaluation of our techniques. We begin with an overview of the hardware and software environment. We next describe the benchmarks used in the evaluation and their static and runtime characteristics. Finally, we present performance results and follow it up with a summary.

7.1 Environment

We evaluated our scheduling techniques on a desktop computer with a 3.4GHz Intel 4th Generation Core i7-4770 Processor with four CPU cores and with hyper-threading enabled. The integrated GPU is an Intel HD Graphics 4600 with 20 execution units (EUs), each with 7 hardware threads where each thread is 16-wide SIMD, and running at a turbo mode clock speed from 350Mhz to 1.2GHz. The system has 8GB system memory and is running 64-bit Windows 7.

7.2 Benchmarks

We consider a diverse set of applications (sixteen in total) to evaluate our proposed runtime system. These applications span a spectrum of application domains and exhibit different behaviors: single kernel vs. multiple kernels, single invocation vs. multiple invocations, and regular vs. irregular. Most of these were ported from existing sources: TBB [1], Rodinia [13], and Parsec [8]. We also developed some applications from scratch. The details of our benchmarks are shown in Table 1.
Table 1: Key statistics for the kernels of benchmarks used in the evaluation. Oracle-time is the time taken by the best offline distribution, and is also used as the normalizing factor in Fig. 9 and Fig. 10.

<table>
<thead>
<tr>
<th>Name</th>
<th>Abbrev.</th>
<th>Input</th>
<th># kernels</th>
<th>kernel-name</th>
<th>measured on</th>
<th>Oracle-time(s)</th>
<th>Dynamic Inst.</th>
<th>Mem. per kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>BarnesHut</td>
<td>BH [6]</td>
<td>1M bodies, 1 step</td>
<td>1</td>
<td>BarnesHut</td>
<td>1</td>
<td>5.852</td>
<td>1000000</td>
<td>1.96 × 10^10</td>
</tr>
<tr>
<td>BarnesHut (unoptimized)</td>
<td>BH [6]</td>
<td>1M bodies, 1 step</td>
<td>1</td>
<td>BarnesHut</td>
<td>1</td>
<td>9.193</td>
<td>1000000</td>
<td>1.96 × 10^10</td>
</tr>
<tr>
<td>LakeM</td>
<td>LMD [8]</td>
<td>latentH 1D 10</td>
<td>1</td>
<td>kernel</td>
<td>1</td>
<td>0.852</td>
<td>1000</td>
<td>2.02 × 10^11</td>
</tr>
<tr>
<td>Matrix Multiply</td>
<td>MM [9]</td>
<td>2048 by 2048 float matrix</td>
<td>1</td>
<td>test</td>
<td>1</td>
<td>1.506</td>
<td>4194304</td>
<td>7.08 × 10^10</td>
</tr>
<tr>
<td>Ray Trace</td>
<td>RT [9]</td>
<td>sphere=256, material=5, light=5</td>
<td>1</td>
<td>kernel</td>
<td>1</td>
<td>2.426</td>
<td>10240000</td>
<td>3.25 × 10^11</td>
</tr>
<tr>
<td>Breadth-first search</td>
<td>BFS [9]</td>
<td>W-USA (</td>
<td>V</td>
<td>=6.2M,</td>
<td>E</td>
<td>=1.5M)</td>
<td>1</td>
<td>relax</td>
</tr>
<tr>
<td>Black Scholes</td>
<td>BS [8]</td>
<td>64k</td>
<td>1</td>
<td>mainwork</td>
<td>2000</td>
<td>9.34</td>
<td>60330</td>
<td>6.16 × 10^11</td>
</tr>
<tr>
<td>Connected Component</td>
<td>CC [8]</td>
<td>W-USA (</td>
<td>V</td>
<td>=6.2M,</td>
<td>E</td>
<td>=1.5M)</td>
<td>1</td>
<td>merge</td>
</tr>
<tr>
<td>Face Detect</td>
<td>FD [9]</td>
<td>3000 by 2171 Solvey-1927</td>
<td>1</td>
<td>HaasDetect</td>
<td>132</td>
<td>1.884</td>
<td>221370400</td>
<td>6.09 × 10^10</td>
</tr>
<tr>
<td>Heartwall</td>
<td>HW [10]</td>
<td>test.pri</td>
<td>1</td>
<td>kernel</td>
<td>5</td>
<td>0.924</td>
<td>51</td>
<td>4.62 × 10^10</td>
</tr>
<tr>
<td>X-Body</td>
<td>X-B</td>
<td>400k bodies</td>
<td>1</td>
<td>Slowpar</td>
<td>101</td>
<td>8.906</td>
<td>2047</td>
<td>3.94 × 10^10</td>
</tr>
<tr>
<td>Seismic</td>
<td>SM [11]</td>
<td>1950 by 1526, 100 frames</td>
<td>1</td>
<td>UpdateStress</td>
<td>1009</td>
<td>2.048</td>
<td>20791520</td>
<td>1.44 × 10^10</td>
</tr>
<tr>
<td>Shortest Path</td>
<td>SP [12]</td>
<td>W-USA (</td>
<td>V</td>
<td>=6.2M,</td>
<td>E</td>
<td>=1.5M)</td>
<td>1</td>
<td>relax</td>
</tr>
<tr>
<td>Ray Trace</td>
<td>RT [1]</td>
<td>lag-constant</td>
<td>1</td>
<td>kernel</td>
<td>1</td>
<td>8.985</td>
<td>1000000</td>
<td>1.66 × 10^11</td>
</tr>
<tr>
<td>Computational fluid dynamics</td>
<td>CFD [13]</td>
<td>miscal - 0.3M</td>
<td>4</td>
<td>compute-time</td>
<td>600000</td>
<td>24.072</td>
<td>234704</td>
<td>1.49 × 10^14</td>
</tr>
<tr>
<td>Particle Filter</td>
<td>PF [11]</td>
<td>(128, 128, 10), 80k particles</td>
<td>7</td>
<td>find-index</td>
<td>9</td>
<td>4.646</td>
<td>8000</td>
<td>3.50 × 10^14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>calculate-u</td>
<td>9</td>
<td>8000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>divide-weights</td>
<td>9</td>
<td>8000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>update-weights</td>
<td>9</td>
<td>8000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>particle-filter-like</td>
<td>9</td>
<td>8000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>initial-arrays</td>
<td>1</td>
<td>8000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>initial-weights</td>
<td>1</td>
<td>8000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8: Total number of dynamic instructions of benchmarks divided into three categories: memory, control, and remaining, obtained via a serial CPU execution. The number of dynamic instructions is given in Table 1 column 9.

The compile-time and run-time characteristics of our benchmarks are tabulated in Table 1. The order of the benchmarks we use are as follows: (1) single kernel and single invocation (BH, BH-U, LMD, MM, RT); (2) single kernel and multiple invocations (BFS, BS, CC, FD, HW, NB, SM, SP); (3) multiple kernels and multiple invocations (BT, CFD, PF). The table shows the number of times a kernel is invoked in column 6. The Oracle-time in column 7 reports the absolute execution time for an Oracle approach described in Sec. 7.2; this serves as the baseline for the runtime evaluation in Fig. 9 and Fig. 10 which are normalized to this time. Column 8 reports the number of parallel iterations per kernel invocation. Column 9 reports the number of instructions executed at runtime per kernel.

To better understand the irregularities in our benchmarks, we also analyze the dynamic instruction traces for a single-threaded CPU execution via Intel VTune Amplifier to determine the run-time behavior of our applications. Fig. 8 shows the division of the instructions into three categories: memory operations (load and store instructions), control instructions, and remaining, which can be a crude estimate for the compute instructions. The absolute number of dynamic instructions is given in column 9 of Table 1. Applications such as BH, BH-U, BFS, CC, SP, BT, and PF show considerable amount of control flow irregularities where as FD, and SM show significant amount of memory related operations. Since these applications are not hand-tuned for GPUs, the memory related operations may not necessarily be coalesced and give an indication of non-coalesced memory accesses on the GPU. Also note that benchmarks with large amount of control flow irregularities may not perform well on the GPU.

7.3 Comparison schemes

We compare the following scheduling strategies to distribute the parallel iterations between the CPU and GPU: 1. CPU: Multi-core CPU execution based on TBB. The parallel_for invocation is simply forwarded to the TBB runtime to complete the execution.
2. GPU: GPU-only execution, where all items are off-loaded to the GPU via OpenCL.
3. Oracle: The best performance obtained by exhaustive search of different amount of parallel_for iterations assigned to the CPU and GPU. The GPU works on some percentage of the parallel iterations while the CPU works on the remaining ones. The percentage is varied from 0% to 100% on the GPU in increments of 10%

Note that this measurement provides an upper-bound of the irregularities present in a benchmark.
and the best performance obtained is selected. The best percentage for single kernel benchmarks is given in Table 2 (row 1) and the absolute runtime for those percentages is given in Table 1 (column 7). We select the runtime obtained by such a technique as the baseline for all comparisons.

4. Naïve: The naïve profiling scheme described in Sec. 4, where we use the same profiling size for both the CPU and the GPU.

5. ASYM: The asymmetric profiling scheme described in Sec. 5. We use the sample weighted variant for multiple invocation kernels.

6. SharedQ: We also compare against a shared queue implementation where a GPU proxy-thread atomically grabs a fixed chunk of work (profile size) and offloads it to the GPU while CPU threads also atomically obtain work-items from the same global queue. Since there will be contention on the shared queue, this approach may suffer as the number of workers increases.\footnote{Note that our SharedQ implementation does not use the optimization strategies described in Sec. 5.3}

We also evaluate two variants of our asymmetric profiling algorithm to address load imbalance, as described in Sec. 5.2.

- ASYM+CONV: A convergence-based update strategy, where half of remaining items are used for reprofiling until convergence is achieved. Convergence is reached when the $\beta_p$ computed on two successive profiling steps do not differ by more than 0.05.
- ASYM+SIZE: A size-based update strategy, where we repeatedly profile with $f_p$ items on the GPU until at least half of the total items are left.

### 7.4 Results

**Heterogeneous execution:** First we highlight the significance of heterogeneous execution compared to single device execution. We compare the single-device execution (either on the CPU or the GPU) against the offline optimal model (Oracle). Fig. 9 shows that there is an obvious advantage to heterogeneous execution: (1) using only the multicore CPU, we can achieve 47.07% of Oracle on average; (2) using only the GPU, we can achieve 49.67% of Oracle on average. Clearly, heterogeneous execution results in 2x improvement in runtime compared to the best of executing on the CPU-alone or the GPU-alone. These results emphasize the improvement of heterogeneous execution over single device execution.

**Naïve profiling:** Naïve profiling as described in Sec. 4 performs online profiling on a fraction of the parallel iterations to determine the offload ratio, $\beta_p$. Although the profiling information obtained is able to outperform single-device execution as illustrated in Fig. 9, it only performs at 82.7% of the Oracle on average. There are two sources of inefficiency in naïve profiling: (1) The overhead of profiling can dominate the execution time for workloads that are highly biased towards a particular device. For instance NB and MM are both highly biased towards the GPU. With a fixed profiling size on both devices, the scheduler has to wait at the barrier for both devices to report the rates to determine the distribution. If the GPU profiling finishes early, the scheduler waits for the CPU to complete the profiling step resulting in a large overhead. (2) The inaccuracy of profiling information, although not evident, is another source of inefficiency. For instance, FD only obtains 61.2% of the Oracle, because the profiling information obtained is not representative of the entire iteration space. The inaccuracy can also be observed in optimal distribution percentages (as shown in Table 2) for benchmarks with single parallel for kernels.

**Asymmetric profiling:** As described in Sec. 5, asymmetric profiling does not suffer from the overhead of waiting on a barrier to compare the rates for both devices. Most applications benefit from using asymmetric profiling compared to naïve profiling. That is, it performs on average at 94.2% efficiency compared to the Oracle. The biggest improvement is observed in applications that show a high GPU bias such as NB and MM. This is because the distribution ratio $\beta_p$ can be decided quickly, and hence the overhead of profiling is reduced significantly (close to zero).\footnote{This overhead in our implementation consists of: for N workers, we read a local counter from each worker and perform N additions and 3 divisions, which is negligible compared to the total execution time of an application.} We note, however, that BH and FD do not benefit from the vanilla version of asymmetric profiling. This is, as explained before, due to the inaccuracy of the profiling information as evident from the distribution computed by asymmetric profiling differing from the optimal distribution obtained by the Oracle (as shown in Table 2). Note that benchmarks such as BS, BT, BFS, and SP improve performance better than Oracle using asymmetric profiling – this is because the Oracle is obtained in increments of 10%.

**ASYM+CONV:** In order to address the load imbalance and the inaccuracy of profiling information, we rely on re-
Repeated profiling to achieve more accurate information. The convergence based approach repeatedly profiles until the offload ratio, $\beta$, determined by consecutive profiling phases differs by less than 0.05. This does introduce an overhead of repeated profiling, but the benefit of more accurate profiling information should offset this overhead. ASYM+CONV can achieve on average 94.6% of Oracle as shown in Fig. 10. The biggest improvement is observed in the applications that have some irregularity, for instance BH. The convergence based approach determines a more accurate distribution ratio, as evident from the percentages reported in Table 2 (47% for ASYM versus 41% for ASYM+CONV) is more closer to the optimal value 40%. Similarly, for RT, the ratio reported becomes 69% versus the optimal 70%.

However, we observe that this approach still does not improve FD, and furthermore the efficiency of PF goes down. Both of them are false positives as they converge fairly quickly in the ASYM+CONV approach. The source of inefficiency for FD stems from the algorithm: the cascade of classifiers is grouped to discard failing face images early. The profiling phase obtained from the initial rounds converges in two iterations on these cascade of classifiers, which is not representative of later stages that search further for faces in parts of the image not discarded by earlier stages. For PF, an inaccurate rate due to convergence makes the performance drop from 87% for ASYM to 83% for ASYM+CONV. Clearly, in order to improve the efficiency of FD and PF, the profiling information has to be resilient to local optima. Also note that, FD shows a large amount of memory related irregularities and PF shows a large amount of control flow and memory irregularities (as shown in Fig. 5).

ASYM+SIZE: Instead of relying on convergence, we use half of the work-items to determine the profiling ratio and use this ratio to distribute the remaining items. This approach proves the best performing overall since it does not rely on an initial portion of the work-items to determine the rate and does not converge on a local maxima. There is an overhead to repeated profiling which reduces the efficiency for some applications, but not significantly. However, the biggest winner is PF, which performs at 96% of Oracle, followed by FD, which performs at 95% of Oracle. Overall, the size-based approach performs at 96.8% (geo-mean) efficiency of the Oracle, thereby clearly demonstrating that it is the best strategy across all benchmarks.

- **Heterogeneous execution** improves the execution time of our applications by $2 \times$ compared to a single device execution (either the multicore CPU or the GPU).
- A simple profiling technique, such as Naive profiling, can provide reasonably good performance, on average 82% of the Oracle.
- **Asymmetric** profiling is necessary to reduce the overhead of online profiling and improves the efficiency of heterogeneous execution to 94.2% compared to the Oracle.
- Some applications such as FD, RT and BH require repeated profiling to obtain optimal distribution of work. Our adaptive scheme ASYM+SIZE obtains the best distribution with minimal profiling overhead and achieves 96.8% efficiency compared to the Oracle.

### 8. RELATED WORK

Making GPUs more accessible to programmers has been an increasingly active research area [5, 14, 16, 31]. Below we discuss prior work that particularly focus on scheduling and load balancing in heterogeneous architectures.

#### 8.1 Heterogeneous execution

There have been increasing efforts [4, 24, 27, 35] to make heterogeneous execution of applications more efficient. A load balancing scheme for discrete devices, HDSS, is presented in [7], and is similar to our convergence based approach. [25] describes a model-driven 2D-FFT scheduling for matrix computations across two devices. [29] describes a dynamic scheduling strategy for heterogeneous execution for generalized reductions and structured grids based on a cost model.

**Qilin** [24] is an API and runtime to support execution of applications across the CPU and the GPU. Programmers use the API to manage data movement and provide implementation of kernels for both devices. The system performs offline profiling to determine parameters for a linear performance model which is used to determine distributions for real runs. The **StarPU** [4] system is a data management and runtime framework similar to Qilin [24]. It supports user defined scheduling policies along with a set of pre-defined policies for dynamic workload scheduling. **SKMD** [22] supports execution of single kernel on multiple devices. It relies on static analysis of kernels to determine workload distribution. More recently, [35] presents a heterogeneous library for executing dense linear algebra. [27] presents a compiler and runtime to address portable performance across heterogeneous systems. They utilize evolutionary algorithms to search optimal algorithms from PetaBricks [3] specifications. Pandit et al. [26] balance CPU and GPU workload by restricting...
CPU to executing work in coarse-grain chunks with all CPU threads synchronizing at the end of each chunk. While this approach works well for their regular PolyBench workloads, our work targets both regular and irregular applications.

Ravi et al. [30] use work-sharing to distribute work between the CPU and a discrete GPU. Their non-uniform chunk size-based work distribution resembles our baseline SharedQ approach that is 53.5% slower than our ASYM approach. Grewe et al. [17] use machine learning to divide work between the CPU and GPU when there is contention from other programs. In contrast, we use online profiling and do not require offline training or other prior knowledge of the applications and platform. Scogland et al. [34] present several scheduling techniques for systems with discrete devices. Their most sophisticated approach resembles our naïve profiling that we found yields only 82% of Oracle performance compared to 96.8% for ASYM+CONV.

Our work is different from the above work in several aspects. Data transfer is not a factor in our scenario — thus making the offloading cost to minimal. Besides the wide-variety of regular workloads studied in previous works, we handle irregular workloads as well. It is hard to get optimal partitioning for them through offline and machine model based approaches. We do not require knowledge of the underlying architectures, no offline processing, and we do not require separate program execution needed by [29] to decide the parameters in their cost model for each application.

8.2 Load balancing among multiple GPU cores

Cederman et al. [11] and Chatterjee et al. [12] address load balancing of workloads across different execution units on a GPU. In particular, they use work-stealing between tasks running on the different streaming multiprocessors (SM) of a discrete GPU. The host CPU populates the initial work-stealing queue. Each SM maintains its own work-stealing queue and steals work from other SMs. This is possible due to the availability of an atomic CAS operation on the GPU between its SMs. However, since no current hardware supports those operations between the CPU and GPU, this approach does not extend to the general case, in particular to integrated GPUs like ours. [15] describe a fine-grained load balancing scheme by running persistent kernels which communicate with the host via task-queues. Abstracting multiple GPUs as a single virtual device [21] has also shown to be a useful way to support multiple GPUs. A performance prediction based on modeling of multiple GPUs is presented in [33].

9. CONCLUSIONS AND FUTURE WORK

Heterogeneous execution on integrated GPUs and SoCs will be a key feature of future architectures [20]. Dynamic load balancing will be essential to realize the full potential of these architectures. We presented a set of scheduling algorithms that use load balancing to minimize application execution time on integrated GPUs. To improve accuracy, these algorithms make use of low-cost online profiling. After presenting a naïve profiling algorithm, we describe asymmetric profiling scheme that mitigates some overheads in the naïve scheme. We also explored two extensions to asymmetric profiling that address load imbalance: size-based and convergence-based. We observed that these two techniques help to address irregularities in application behavior and can achieve within 3.2% of the maximum throughput obtained by an exhaustive search algorithm using a diverse set of sixteen benchmarks running on Intel’s 4th Generation Core Processor. In the future, we want to extend our work to consider computer systems with multiple CPUs, discrete GPUs, and discrete accelerators such as the Intel Xeon Phi coprocessor. While discrete GPUs and accelerators have greater communication costs and longer latencies, they have higher power budgets and higher computational potential. A key issue to consider will be the data-transfer overhead between different devices. Finally, we would like to extend our scheduling algorithms to handle unpredictable system loads.
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