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**Our Contribution:** A generic, compositional, mechanized infrastructure for verifying information flow properties of software implementations.
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Noninterference naturally extends to a lattice of security levels.
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**This is the essence of inductive assertions.**
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**Noninterference follows from 1-6.**

Each condition can be discharged by symbolic simulation using an operational semantics.

**SSR1:** $\neg \text{cut}(s) \Rightarrow \text{nextc}(s) = \text{nextc}(\text{step}(s))$

**SSR2:** $\text{cut}(s) \Rightarrow \text{nextc}(s) = s$
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But information flow properties are often conflated with functional correctness.

```plaintext
low2 = low3;
low1 = high3;
```

```
<big hairy code>;
if (result != 1) then {
  low = high;
}
```
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- $\times$ operator to specify agreement assertions between state pairs
- Axiomatic semantics for “loop flow” and “object flow”.

But capturing noninterference through axiomatic semantics is complicated.

The approach also needs a Verification Condition Generator for information flow.

Our approach makes use of the same operational semantics framework as used for functional correctness.
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Procedure tricky1 (int high, low, n) {
    int temp = low;
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    return out;
}
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We could easily verify this code with respect to a pre-existing JVM model.
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Compositional verification requires handling frame condition.

- When a subroutine exits, the caller can continue execution.

This is typically handled by characterizing the program components that are modified by the subroutine.

But for information flow verification, we do not want to develop full functional characterization!

We can handle frame conditions by an additional symbolic simulation that produces fake functional characterization.

Details in the paper.
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- No VCG or axiomatic semantics for information flow is necessary.
- Can handle information flow properties that depend on functional invariants.

Of course, this work is in very early stages.

We are planning to extend this to handle:

- dynamic and declassification policies
- automated static analysis of data structure shapes
- multithreaded programs