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I was aware of a need for object-oriented programming long before I learned
that it existed. I felt the need because I was using C and Lisp to build medium-
sized systems, including a widely-used text editor, CASE and VLSI tools. Stated
simply, I wanted flexible connections between providers and consumers of behav-
ior in my systems. For example, in the text editor anything could produce text
(files, in-memory buffers, selections, output of formatters, etc) and be connected
to any consumer of text. Object-oriented programming solved this problem, and
many others; it also provided a clearer way to think about the problems. For me,
this thinking was very pragmatic: object solved practical programming problems
cleanly.

The philosophical viewpoint that “objects model the real world” has never
appealed to me. There are many computational models, including functions,
objects, algebras, processes, constraints, rules, automata – and each has a par-
ticular ability to model interesting phenomena. While some objects model some
aspects of the real world, I do not believe they are inherently better suited to
this task than other approaches. Considered another way, what percentage of
classes in the implementation of a program have any analog in the real world?

In the mid-’80s, when I was learning about objects, it was frequently said that
objects could not be explained, they must be experienced. Sufficient experience
would lead to an “Ah ha!” insight after which you could smile knowingly and
say “it can’t be explained... it must be experienced.” This is, unfortunately, still
true to a degree. Many students (and programmers) do not feel comfortable with
dynamic dispatch, the higher-order nature of objects and factories, or complex
subtype/inheritance hierarchies. Advanced programmers also struggle to design
effective architectures using advanced techniques – where the best approach is
not obvious.

In what follows I describe some long-standing myths about object-oriented
programming and then suggest future directions.

Classes are Abstract Data Types.
The assumption that classes are abstract data types (ADTs) is one of the

more persistent myths. It is not clear exactly how it started, but the early lack
of a solid theoretical foundation of objects may have contributed.

ADTs consist of a type and operations on the type – where the type is
abstract, meaning it name/identity is visible but is concrete representation is
hidden. Hiding the representation type generally requires a static type system.

Objects, on the other hand, are collections of operations. The types of the op-
erations (the object’s interface) are completely public (no hidden types), whereas



the internal representation is completely invisible from the outside. The idea of
type abstraction, or partially hiding a type, is not essential to objects, although
it does show up when classes are used as types (see below). Since they don’t
require type abstraction, object work equally well in dynamically and statically
typed languages (e.g. Smalltalk and C++).

The relationship between ADTs and objects is well-known [7, 17], yet even
experts often treat “data abstraction” and “abstract data type” as synonyms,
for example, in the history of CLU [11], and many textbooks. I suspect that
the identification of “data abstraction” and “abstract data type” arose because
ADTs seem natural and fundamental: they have the familiar structure of abstract
algebra, support effective reasoning and verification [9], and have an elegant
explanation in type theory [14]. In the late ’70s ADTs appeared in practical
programming languages, including Ada, Modula-2, and ML. However, ADTs in
their pure form have never become as popular as object-oriented programming.
It is interesting to consider what would have happened if Stroustrup had added
ML-style ADTs, modules, and functors to “C” instead of adding objects [12].

Most modern languages combine both ADTs and objects: Smalltalk has built-
in ADTs for integers, which are used to implement the object-oriented numbers.
But Smalltalk does not support user-defined ADTs. OCAML allows user-defined
ADTs and also objects. Java, C# and C++ have built-in ADTs for primitive
types. They also support pure objects via interfaces and a form of user-defined
ADTs: when a class is used as a type it acts as a bounded existential, in that it
specifies a particular implementation/representation, not just public interface.

Integrating the complementary strengths of ADTs and objects is an active
research topic, which now focuses on extensibility, often using syntactic expres-
sions as a canonical example [10, 15, 19, 21]. However, the complete integration
of these approaches has not yet been achieved.

Objects Encapsulate Mutable State.
Encapsulation is a useful tool for hiding implementation details. Although

encapsulation is often cited as one of the strong points of object-oriented pro-
gramming, complex objects with imperative update can easily break encapsula-
tion.

For imperative classes with simple interfaces, like stacks or queues, the nat-
ural object implementation is effective at encapsulation. But if objects that be-
long to the private representation of an updatable object leak outside the object,
then encapsulation is lost. For example, an object representing a graph may use
other objects to represent nodes and edges – but public access to these objects
can break encapsulation. This problem is the subject of ongoing research; sev-
eral approaches have been developed to enforce encapsulation with extended
type systems [6, 4, 22, 2]. Another approach uses multiple interfaces to prevent
updates to objects that pass outside an encapsulation boundary [18].

With Orthogonal Persistence, We Don’t Need Databases.
Orthogonal persistence is a natural extension of the traditional concept of

variable lifetime to allow objects or values to persist beyond a single program



execution [1]. Orthogonal persistence is a very clean model of persistent data
– in effect it provides garbage collection with persistent roots. Unfortunately,
orthogonal persistence by itself does not eliminate the need for databases.

There are three main problems with orthogonal persistence: performance,
concurrency, and absolutism – yet they are, I believe, all solvable [8]. The first
problem is that orthogonal persistence does not easily support the powerful op-
timizations available in relational databases [13]. Until orthogonal persistence
supports similar optimizations – without introducing non-uniform query lan-
guages – I believe it will not be successful outside small research systems. The
second problem is the need for control of concurrent access to persistent data.
Databases again have well-developed solutions to this problem, but they must be
adapted to work with orthogonal persistence [3]. The final problem with orthog-
onal persistence is its absolutism: taken to the limit, anything can be persistent,
including threads, user interface objects, and operating system objects. It also
requires that object behavior (class definitions and methods) be stored along
with an object’s data. While this may be appropriate for some applications,
a more pragmatic approach will likely be more successful in a wider range of
applications, which just need to store ordinary data effectively.

We must also address the cultural problem: object-oriented programmers
rarely have a deep understanding of database performance or transaction models.
Database researchers don’t seem very interested in how databases are actually
incorporated into large systems.

Objects are the Best Model for Distributed Programming.
One of the grand projects at the end of the last millennium was the devel-

opment of distributed object models. There were many contributors and results
to this effort, but some of the most visible were CORBA, DCOM, and Java
RMI [20]. I believe that this project met its goals, but was a mostly a failure
because the goals were not the right goals. The problem is that distance does
matter [16] and communication partners don’t want to share stubs. I suspect
the world wide web would have failed if the HTTP protocol had been designed
and implemented using CORBA. Web services are a step in the right direction,
but the document-oriented communication style must be better integrated with
the application programming model.

Classes Are Types.
Object-oriented programming emphasizes the use of interfaces to separate

clients and services, yet when classes are used as types they specify the imple-
mentation, not just the interface, of objects. It is even possible to inspect the
runtime implementation of objects, thus breaking encapsulation, by indiscrimi-
nate use of instanceof. Programs that include many tests of the form if (x
instanceof C) ... are quite common but undermine many of the benefits of
using objects.

It is possible to define a language in which classes are not types. Such a
language would be a more pure object-oriented language. Classes would only be
used to construct objects. Only interfaces could be used as types – for arguments,



return values, and declarations of variables. Following tradition, part of the work
could be titled “instanceof Considered Harmful”.

Simula was the first Object-Oriented Language.
Although Simula was the first imperative object-oriented language, I believe

that Church’s untyped lambda-calculus was the first object-oriented language
[5]. It is also the only language in which everything is an object – since it has no
primitive data types. As a starting point, compare the Church booleans to the
True and False classes in Smalltalk (note that ˆe means return e):

Class Smalltalk method Church Boolean
True ifFalse: a ifTrue: b ^a value λa.λb.a
False ifFalse: a ifTrue: b ^b value λa.λb.b

Future

What does the future hold? In the late ’90s I started working on enterprise
software and found that object-oriented programming in its pure form didn’t
provide answers to the kinds of problems I was encountering.

It is still too difficult to build ordinary applications – ones with a user in-
terface, a few algorithms or other kinds of program logic, various kinds of data
(transactional, cached, session state, configuration), some concurrency, workflow,
a security model, running on a desktop, mobile device, and/or server.

I find myself yearning for a new paradigm, just as I yearned for objects in the
’80s. New paradigms do not appear suddenly, but emerge from long threads of
development that often take decades to mature. Both pure functional program-
ming (exemplified by Haskell) and object-oriented programming (Smalltalk &
Java) are examples.

Thus it should be possible to see traces of future paradigms in ideas that
exist today. There are many promising ideas, including generative program-
ming, reflection, partial evaluation, process algebra, constraint/logic program-
ming, model-driven development, query optimization, XML, and web services. It
is unlikely that focused research in any of these areas will lead to a breakthrough
that triggers a paradigm shift. What is needed instead is a wholistic approach
to the problem of building better software more easily, while harnessing specific
technologies together to create a coherent paradigm.

I want a more declarative description of systems. I find myself using domain-
specific languages: for semantic data models, security rules, user interfaces, gram-
mars, patterns, queries, consistency constraints, upgrade transformations, work-
flow processes. Little bits of procedural code may be embedded in the declarative
framework, acting as procedural plugins.

Current forms of abstraction were designed to express isolated data abstrac-
tions, rather than families of interrelated abstractions. Today object models,
e.g. a business application or the HTML document object model, have hundreds
or thousands of interrelated abstractions. A the same time, it is very desirable
to place each feature of a program into a separate module, even though the
implementation of the features may be fairly interconnected.



Designs typically include aspects like security or persistence that are con-
ceptually global, yet must be configured and specialized to each individual part
of the system. The concept of an aspect is a powerful one – yet current aspect-
oriented programming languages are only an initial step toward fulfilling the
promise of this concept.

The underlying infrastructure for these higher levels will most likely be built
using object-oriented programming. But at the higher levels of application pro-
gramming, the system may not follow any recognizable object-oriented style.

For years there have been suggestions that object-oriented programming has
reached its peak, that nothing new is to be discovered. I believe that objects will
continue to drive innovation and will ultimately play a key role in the future
of software development. However, it is still to be seen whether objects can
maintain their position as a fundamental unifying concept for software designs,
or if a new paradigm will emerge.
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