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Abstract

Different word embedding has been
proven to be essential in many tasks of
the Natural Language Processing. Infor-
mation such as world knowledge and syn-
tax are encoded into the embedding, but
the relationship between these informa-
tion and performance of the model are
unclear and not well-defined. There are
plenty of papers noted on the existence of
syntactic structure inside embeddings such
as ELMO and BERT, but we don’t know
whether the model is using that knowl-
edge. Given the structural probe for find-
ing syntax from embedding, we wanted to
quantify how much of that syntax knowl-
edge the model uses to make its decisions
of the output.

1 Introduction

Neural Networks have been very effective in mak-
ing huge leaps in performance in machine learn-
ing. With the advent of GPUs and their usage
with neural network training starting with AlexNet
(Krizhevsky et al., 2012), their usage has ex-
ploded. It started in computer vision, but it also
spread to natural language processing (NLP). With
lots of work being done in the field, the most domi-
nant approach has primarily dealt with Transform-
ers.

Transformers (Vaswani et al., 2017) and BERT
(Devlin et al., 2018) have really transformed the
different approaches people take when trying to
solve NLP tasks. We only know at a high level
why these method work such as “attention” pro-
vides a way for the model to focus on particu-
lar parts of the input. However, despite these ap-
proaches’ effectiveness, we do not know specifi-
cally why these approaches work very well. There

has been prior work using probes to examine
whether or not there exists forms of language
within the model or embeddings. Our work will
build off the structural probes work (Hewitt and
Manning, 2019).

2 Related Work

(Hewitt and Manning, 2019) find evidence of syn-
tax trees in BERT embeddings. Specifically, they
are able to project the BERT embeddings of all
the words in a sentence into a smaller dimensional
space and extract a minimum spanning tree that
connects all of the words in the new embedding
space. They then use two evaluation metrics to de-
termine how close this minimum spanning tree is
to the true syntax tree. Their findings is that there
is a good amount of the syntax tree accounted for
in the minimum spanning tree. Our work sets out
to ask the question: if we can find the syntax tree
embedded in the word embeddings, does that nec-
essarily mean BERT uses that knowledge with the
classification token to determine its final predic-
tions in classification problems?

3 Data

3.1 Tree Distance Evaluation Metrics

The data we use to train the structural probe is the
Penn Tree bank which contains gold parse syn-
tax tree as the ground truth of the probe. The
Penn Tree bank data set is used for training and
evaluating a baseline structural probe. From the
original experiment of the structural probe (He-
witt and Manning, 2019), the metric for evaluat-
ing how well each embedding encodes the syntax
structural is the percent of undirected edges placed
correctly—against the gold tree. Therefore, the
gold parse syntax tree derived from the Penn Tree
bank will be our benchmark on other data set.



3.2 GLUE Benchmark

The test data includes several GLUE Tasks(Wang
et al., 2018) such as The Corpus of Linguistic Ac-
ceptability(CoLA) and other language understand-
ing tasks built on established existing datasets and
selected to cover a diverse range of dataset sizes,
text genres, and degrees of difficulty. GLUE is
able to objectively evaluate the performance of the
word embedding. After fixing a control model for
the benchmark, we will compare the Tree Distance
Evaluation Metrics of the embedding over the cor-
pus with its correspondence GLUE score.

4 Approach

At a high level, we want to compare the perfor-
mance of BERT on various data sets with the ac-
curacy of the structural probe on those same sen-
tences. This involves two main components. The
first component is that we would either take the
accuracy scores on the test set for the various data
sets or run BERT on those data sets and evalu-
ate ourselves. The second component has two
main parts. The first part is that we would want
to take the SOTA syntax parsers and construct the
ground truth syntax trees. The second part is that
we would want to take the fully trained structural
probe and evaluate in a similar way to that paper
with parse distance and parse depth.

These two components give us enough infor-
mation to tell us how well BERT is doing on the
specific task at hand and enough information on
how well BERT is encoding the syntax trees. With
these two pieces of information, we are able to de-
termine a correlation between how well the task
is performing and how much of the syntax tree is
encoded into BERT. This would help us answer
the question: does BERT use its knowledge of the
syntax tree in its classification problems?

4.1 Syntax Trees
5 Current Progress

1. We are able to run the structural probes and
calculate the parse distance and parse depth.

2. We are also able to load up BERT with Hug-
ging Face and tokenize all of the correspond-
ing inputs.

3. We are currently trying to recreate an experi-
ment in (Hewitt and Manning, 2019).

4. We are able to train a structural probe with
our own parameters.

5. We do have a list of data sets we want to
run our evaluations on such as Corpus of Lin-
guistic Acceptability (CoLA), Stanford Sen-
timent TreeBank, Microsoft Research Para-
phrase Corpus, and Multi-Genre Natural
Language Inference. We’re keeping it some-
what limited so that we can do more involved
analysis on the results we end up generating.

6 Results and Evaluation

We do not have enough results to make any con-
clusions yet.

However, what we do hope to evaluate with is
to calculate a Pearson Correlation Coefficient be-
tween the performance of the data set for each data
point and the performance of the structural probe
on the extracted syntax trees.

In particular, the analysis would contain some
form of the magnitude of correlation between the
accuracy of the task and the accuracy of the syntax
tree. Perhaps we would also run a significance test
on how closely correlated the two accuracies are.
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