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Abstract—Context-Aware Recommendation Systems has gained lots of attention in both industry and academic research. Factorization Machines (FM) based recommendation has been successfully used in sparse industrial datasets for user personalized video recommendations. FM is a collaborative filtering technique for predicting a target such as user rating, given observations of interaction between some users and items. The model can incorporate any available auxiliary information about the user, the item, or the interaction which serves as context or features of the data. In this paper, we propose a framework to automatically select features on FM-based recommender systems to improve the prediction quality. FM requires the input data as a one-hot encoded feature vector in a binary space domain. We use the values of the FM parameters in the binary space to determine the importance of the context. We consider the density of the important features in the binary space to rank and select the relevant features in the original data. Experiments on multiple datasets have been conducted to validate the efficiency and robustness of our method.
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I. INTRODUCTION

Recommendation systems [1] have been an active topic in recent years, especially since the Netflix Challenge [2]. Several approaches have been proposed for personalized recommendations, among which collaborative filtering [3] is one of the most widely applied techniques. Collaborative filtering techniques use the users’ history and predict his/her reaction to the items, that the user is yet to interact with. In a video recommendation setting, a user’s behavior is captured in the video session. Typically, additional information is available pertaining to a session namely the user metadata (e.g. age, gender), video metadata (e.g. genre), and various other session context (e.g. the app used, the device, the location). This auxiliary information which serves as context could be useful for recommendation and this motivates the research on Context-Aware Recommendation Systems (CARS) [4–7]. Although having more context seemingly is an asset, it can be a curse too by making the input data high dimensional and very sparse. Not all context features are useful and they make the data noisy, thus degrading the model’s accuracy. Also, it is unlikely that all the desired features to be collected will be available in every session. This necessitates the selection of useful context features for recommendation. CARS is widely used for recommendation in industrial systems such as [8], based on a prediction model called Factorization Machines (FM) [9] which has been proven to be efficient in personalized recommendations with auxiliary information [10]. In this paper, we propose a framework for context feature selection on FM-based personalized recommendation systems, which serves as the input to the model to accelerate and improve the model training. Traditionally feature selection methods are divided into three categories as noted in [11]. Wrapper methods evaluate each subset of features by brute force to choose the best set, but it is computationally expensive [12]. Filter methods use heuristic measures (i.e. mutual information) to score features, but it may be hard to apply to different datasets with the same metric [13]. Embedded methods do feature selection during model training, which does not explicitly produce the important features for future use. Embedded methods have been popular with FM for feature engineering. They typically (a) drop the linear weights and only keep the interaction weights [14]; (b) add regularization terms ($\ell_1$, $\ell_2$, $\ell_2,1$) in objective functions to make the model sparser, making some of the weights 0 (or near 0); (c) or use gradient boosting techniques to learn the feature function [15]. Our method is a combination of embedded and wrapper methods. We first choose features based on predictive power, and then, similar to wrapper methods, we subsample the set of features selected in the first step, in addition to a subsetting step for data preprocessing as illustrated in Fig. 1. Our method includes four steps:

• Data preprocessing, which includes a subsampling scheme and data normalization;
• Feeding normalized data to FM or a fast FM-variant to get feature indices set in binary space;
• Mapping the binary features back to original feature space, and ranking these features;
• Selecting some features and subsampling in a uniformly random way to get the final features.

Details will be introduced in section III.

II. PRELIMINARIES

FM was proposed by Rendle [9], which combines the advantages of both a regression model and matrix factorization. The model equation of a degree 2 FM is given by:

$$\hat{y}(x) = w_0 + \sum_{i=1}^{d} w_i x_i + \sum_{i=1}^{d} \sum_{j=i+1}^{d} \langle v_i, v_j \rangle x_i x_j,$$

where, $x \in \mathbb{R}^d$ is a feature vector representation of a datapoint. $w_0 \in \mathbb{R}$, $w \in \mathbb{R}^d$, $V = [v_1, \cdots, v_d]^T \in \mathbb{R}^{d \times k}$
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are model parameters, $d$ is the dimension of the input feature vector, $k \in \mathbb{Z}^+$ is the rank of the factorization. $\langle v_i, v_j \rangle$ is the inner product of two latent factors, which models the interaction between the $i$-th and $j$-th variable.

In real data, most features are categorical, and FM would encode them as (sparse) binary vectors. Numerical data (e.g. time of day), can be encoded as categorical by segmenting them into different buckets. Without loss of generality, we suppose all the context features are categorical in this paper. Let users be denoted by $U = \{u_1, u_2, \cdots\}$, items by $I = \{i_1, i_2, \cdots\}$, and context by $C_1, \cdots, C_m$. Then FM estimates the target $y$:

$$y : U \times I \times C_1 \times \cdots \times C_m \rightarrow \mathbb{R}.$$ 

Let the encoded input data be $X \in \mathbb{R}^{n \times d}$, where each row of $X$, denoted by $x_i$, encodes a user session:

$$x_i = (0 \cdots 1 \cdots 0 \cdots 1 \cdots 0 \cdots 1 \cdots 0 \cdots)\ T,$$

If we normalize each feature in the binary space, the weights of FM model can roughly represent the importance of each feature as the input would either be 1 or 0. If a feature is 1, it’s weight denotes how much this feature will contribute to the target. Thus we can infer the predictive power of a feature based on it’s weight. This is also the key difference between our method and other embedded methods like LASSO [16] and Elastic Net [17], while they just consider each context feature as a single variable associated with a corresponding coefficient. FM essentially breaks each context feature into multiple variables in binary space with coefficients for every value of the context.

III. FEATURE SELECTION FRAMEWORK

A. Data Preprocessing

1) Data Subsetting: Given that real datasets are voluminous, it is crucial that we come up with a subsetting method that only takes a small fraction of the data for feature selection training, but still gives a comparable result to using all the data. We subset the input data in a way which preserves the distribution of sessions among users. In other words, we proportionately eliminate sessions per user. This also eliminates one-time users and makes the training data denser.

2) Data Normalization: Next, we need to normalize each feature (column) to have unit variance (e.g. divide each element by the standard deviation of the column), so that we can infer the importance of each feature by its weight. This weight eliminates the effect of variance in a feature. An extreme case is when the variance is near 0, it is not useful for prediction as it acts as constant, but normalizing would make the weight near 0.

B. Determining Feature Indices in the binary space from trained FM models

First, we use FM or a fast FM-variant (such as convex-FM [18]) to determine the weight of each linear variable $w$ and interaction pair $\Sigma$, where $\Sigma_{i,j} = \langle v_i, v_j \rangle$.

Next, we choose the top $b\%$ ($0 \in (0, 100]$) feature indices in terms of the magnitude of the weight in binary space for both linear terms (forming index set $S_1$) and interaction terms (forming index set $S_{21}$ and $S_{22}$ for row and column). That is,

$$S_1 = \{h | |w_h| > \text{quantile}(|w|, b\%), h \in [d]\}$$

$$S_{21} = \{(h_1, h_2) | |\Sigma_{h_1, h_2}| > \text{quantile}(|\Sigma|, b\%), h_1, h_2 \in [d]\}.$$ 

Then, output $S = \text{intersection}(S_1, \text{union}(S_{21}, S_{22}))$ as the important indices set, which includes features that are important in both linear terms and interaction terms. Also, if $i, j \in C_l$ for $l = 3, \cdots, m$, we set $\Sigma_{i,j} = 0$. This is because while predicting, only one variable in each category would be 1, and interaction between the feature’s own category will not contribute to the prediction. Also, $b$ acts as a threshold for the number of features we want to select.

C. Mapping and Feature Ranking

When learning an FM model, we save a map that records the relationship between the original feature space and the encoded binary features. Suppose there are $d_l$ categorical values for context $C_l$, i.e., $|C_l| = d_l$. Suppose there are $r_l$ indices appearing in set $S$, then there are $t_l = r_l/d_l$ fraction of indices of feature $l$ that are important. We generate the following two lists:

1) List of number of indices in the binary vector selected for each context feature: $r = [r_3, \cdots, r_m]$;

2) List of fraction of indices in the binary vector selected for each context feature: $t = [t_3, \cdots, t_m]$.

Then we merge the ranked lists $r$ and $t$, by simply ranking $r \times t$, which is the element-wise multiplication of $r$ and $t$. Note that other reasonable merging methods like element-wise sum will also work. This gives us a ranking of the features in original feature space.

<table>
<thead>
<tr>
<th>Binary Index</th>
<th>Context</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Device</td>
<td>iPhone</td>
</tr>
<tr>
<td>2</td>
<td>Device</td>
<td>MacBook</td>
</tr>
<tr>
<td>3</td>
<td>Device</td>
<td>Apple TV</td>
</tr>
<tr>
<td>4</td>
<td>Time</td>
<td>Daytime</td>
</tr>
<tr>
<td>5</td>
<td>Time</td>
<td>Evening</td>
</tr>
<tr>
<td>6</td>
<td>Zip code</td>
<td>78712</td>
</tr>
<tr>
<td>7</td>
<td>Zip code</td>
<td>95110</td>
</tr>
<tr>
<td>8</td>
<td>Zip code</td>
<td>78731</td>
</tr>
<tr>
<td>9</td>
<td>Zip code</td>
<td>95121</td>
</tr>
</tbody>
</table>

Example III.1. For the feature mapping given in Table I, there are 3 contextual features: {Device, Time, Zip code} and
they have 3, 2, 4 categorical values respectively. Assume that the rows that are highlighted in red are the selected indices: \( S = \{1, 4, 5, 6, 7, 8\} \). Then, the two generated lists are: \( r = \{1, 2, 3\} \); \( t = \{1/3, 2/2, 3/4\} \). Merging these two lists, we get \( \text{rot} = \{1/3, 2, 9/4\} \). Based on the merged list, the final ranking of the features is: Zip code, Time, Device.

D. Feature Subsampling

We want to account for prediction error affecting the ranking leading to not selecting the most important features. For example, if we want 10 features, the 11th on the ranking may be more important than the 10th but not likely to be more important than the 1st. To handle this, we adapt the idea of wrapper method, but on a much smaller set.

Suppose we want to choose \( p \) features. In this case, we first choose top \( q = 2p \sim 4p \ll (m - 2) \) significant features from the ranked feature list, then uniformly subsample \( p \) features from these \( q \) features. We actually train the model for each of these selected feature sets and choose the set with the best results.

It may be noted that although our framework can automatically select the features, the selected features can be optionally improved with domain knowledge. For example, if the final features include both context “Zip code” and “State”, we might choose one of them, if that does not affect the predictive power of the model. Given that typically \( p \ll (m - 2) \), it is not hard for a human expert to check such a small set of features, compared to choosing from hundreds or thousands of them. It is also possible to adapt our framework to automatically decide the number of context features to select, say, after feature ranking, instead of subsampling, we choose important features from the top of the ranked list and stop if the gap between the values in \( r \circ t \) is larger than a certain threshold.

IV. INDUSTRIAL DATASET EVALUATION

In this section, we present the results on industrial datasets, which has hundreds of context features to show the effectiveness and robustness of our framework. The target of the dataset is session progress, as introduced in [19], which is a real valued number in \([0, 1]\), which can be used for recommendation. Session progress is an implicit measure of engagement of the user with the video, which measures how much of the video was watched. Our metric for measuring the accuracy of the prediction is root-mean-square error (RMSE), which is defined as:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2},
\]

where \( y_i \) is the session progress of the \( i \)-th session, \( \hat{y}_i \) is the predicted session progress of the \( i \)-th session, \( n \) is the total number of sessions.

Our objective for FM training is to find a model that has the smallest RMSE on test set, and our goal for feature selection is to select a small subset of context features for training, ensuring that the RMSE is better than using all context features or not using any context features at all, and comparable to the set of features selected by a human expert. We have done experiments on different subsets of the data.

A. Dataset Structure

The structure of the datasets we used is shown in Fig. 2. For each dataset, we first filter videos by a minimum number of views: \( w_{min}, \) e.g., if \( w_{min} = 10 \), we only consider the videos viewed more than 10 times in the data. Then, we further filter the subsets by a minimum user session number \( w_{min}, \) e.g., if \( w_{min} = 5 \), we only keep the users that have at least 5 sessions. Note that these subsets are used as the input data, which is different from our subsetting method for data preprocessing.

B. Multiple Runs and Subsampling

First we test our framework over different runs, as there is a degree of randomness built into our algorithm. In Fig. 3(a), where “H-i” represents a small set of features selected by a human domain expert i, “None” represents no context features used, “All” means that all the contextual features are used, and “Machine (M)” represents the set of features selected by our framework. M-S denotes features selected by machine with subsampling. We can see that the features selected by our framework provide better performance than the empirically chosen ones and is stable across multiple runs. It also demonstrates that if we use all the context features in the model, it would degrade the performance. Next, we check if subsampling can further help in prediction, or at least not affect the prediction negatively while using even fewer features. Fig. 3(b) shows the result for Dataset 2-1-1. We see that subsampling helps prediction with fewer context features.

C. Robustness among subsets

The results in Fig. 4 for Dataset 1 and Fig. 3(c) for Dataset 2 show that the features selected using one 1st level subset (filtering videos) has good performance on other 1st level subsets. For Dataset 1, features are selected using Dataset 1-1-1 and tested on Dataset 1-2-1 and 1-3-1, we see that the prediction quality is maintained. For Dataset 2, features are selected using Dataset 2-1-1 and test on 2-2-1, we observe the the results are robust in this case too. The results in Fig. 3(d), Fig. 3(e), and Fig. 3(f) show that features selected using
one 2nd level subset (filtering users) performs well on other 2nd level subsets. We see that for all 3 datasets, the features have competitive performance with the best empirically chosen features, proving the robustness of our framework.

V. FUTURE WORK AND CONCLUSION

In this paper, we introduced a context selection method for FM model training. We proposed a novel feature selection framework to automatically select a small set of context features to help prediction, along with a preprocessing step of subsampling the data to accelerate training. We validated the efficiency and robustness of our framework with extensive experiments on industrial datasets. Our method is similar to covariance learning in graphical models [20]. In the future, we would like to model the problem as a graph learning problem where each vertex in the graph is a feature variable.
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