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- Solution methods come next
  - What does it mean to solve an RL problem?
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- Discounted vs. non-discounted
- Episodic vs. continuing
- Exercises 3.4, 3.5 (p.59)
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• Exercises 3.10, 3.11, 3.17