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Implemented Lifelong Algorithms

130
vision-based tasks

6,500
expert demonstrations

The tested lifelong algorithms are overall good
at backward transfer, but not at forward
transfer, while sequential baseline vice versa.

Vision transformers are better at declarative
knowledge, while convolution networks are
better at processing procedural knowledge.

Simple language instructions of task goals
would only function as bags of words,
degenerating to the case of using task ids.
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