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The Spatial Semantic Hierarchy (SSH) is a set of distinct representations for large scale
space, each with its own ontology and each abstracted from the levels below it. At the
control level, the agent and its environment are modeled as continuous dynamical systems
whose equilibrium points are abstracted to a discrete set of distinctive states. The control
laws whose execution defines trajectories linking these states are abstracted to actions, giv-
ing a discrete causal graph representation for the state space. The causal graph of states and
actions is in turn abstracted to a topological network of places and paths (i.e. the topological
map). Local metrical models of places and paths can be built within the framework of the
control, causal and topological levels while avoiding problems of global consistency.

Most of the SSH’s ideas have been traditionally described in procedural terms in-
spired by implementations of the SSH. This description has various problems when used to
implement physical agents. First, some assumptions are not explicitly stated or are difficult
to meet by current sensory technology (e.g. sensory information is not rich enough to dis-
tinguish one place from another). Second, some important SSH concepts (i.e. paths) are
not properly defined or understood. Third, sometimes it is not clear what the representation
states and consequently it is hard to apply it to new domains.

In this dissertation we propose a formal semantics for the SSH causal, topological
and local metrical theories. Based on this semantics, we extend the SSH in the following
important ways: i) we include distinctive states as objects of the theory and handle per-
ceptual aliasing, ii) we define the models associated with the SSH causal and topological



levels, iii) we extend the SSH topological theory to handle convergent and self intersecting
paths as well as hierarchical maps , iv) we show how to combine causal, topological and
noisy local metrical information, v) based on the previous enhancements, we define an al-
gorithm to keep track of different topological maps consistent with the agent’s experiences.
This algorithm supports different exploration strategies and facilitates map disambiguation
when the case arises.
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Chapter 1

Dissertation Overview

The Spatial Semantic Hierarchy (SSHuipers and Byun, 1988, Kuipers and Byun, 1991,
Kuipers, 1996, Kuipers, 2006 a set of distinct representations for large scale spaeeh

with its own ontology, each with its own mathematical foundation, and each abstracted from
the levels below it. The SSH is a computational theory of the cognitive map (i.e. human
knowledge of large-scale space). The SSH is used in robotics to supaprbuildingand
navigation Using the SSH representation, navigation among places is not dependent on the
accuracy, or even the existence, of metrical knowledge of the environment.

The SSH describes the different states of knowledge that an agent uses in order to
organize its sensorimotor experiences and create a spatial representation (i.e. a map). The
SSH gives an account of how continuous interaction with the world is abstracted to a dis-
crete spatial representation. Next we describe how the different levels of the SSH (control,
causal, topological and metrical) accomplish this.

At the SSH control level, the agent and its environment are modeled as continuous
dynamical systems whose equilibrium points are abstracted to a discretedégtiraftive
states A distinctive state has an associatgdw describing the sensory input obtained at
that distinctive state. The control laws whose execution defines trajectories linking these
distinctive states can be abstractedétions giving a discrete causal graph representation
for the state space. The causal graph of states and actions can in turn be abstracted to a
topological network oplacesandpaths(i.e. the topological map). Local metrical models,
such as occupancy grids, of places and paths can then be built on the framework of the

!In large-scale space the structure of the environment is revealed by integrating local observations over time,
rather than being perceived from a single vantage point.



topological network while avoiding problems of global consistehcy.

Our goal is to define the SSH so that it is clear how it can be implemented across
different robot platforms as well as in other domains. In principle, in order to implement
the SSH on a given robot, it should be enough to define the robot’s trajectory-following
and hill-climbing control laws, to define views, and to show how the local metrical map
is derived from sensory input. A well defined interface between the SSH and the robot’s
control system allows the SSH control level to identify distinctive states and actions linking
them. This information is then propagated to the other levels of the SSH. Under this vision,
the SSH will be a well-defined module that can be used by any robot. Unfortunately, the
existing formulation of the SSH is not at this point yet.

Part of the difficulty when implementing the SSH is to extract world informa-
tion through sensors. Advances in hardware and robotics, as well as experience gained
from previous SSH implementatioikee, 1996, allow us to deal with sensor unrelia-
bility and implement robust control laws. As control laws are the ones that ultimately
make a robot move, it is not surprising that there has been much work on implement-
ing the SSH control level. A side effect of this effort has been that sometimes it is not
clear what is and what is not part of the SSH. For exampléKinpers and Byun, 1988,

Lee, 1996 the robot’s exploration strategy is part of the SSH control level, though the orig-
inal SSH's description aims for constructing the SSH opportunistically, independent of how
actions are selected and executed by the robot.

Most of the key concepts in the SSH framework have been traditionally described
in procedural terms inspired by implementations of the SSH. This description has various
problems when used to implement physical agents. First, some assumptions are not explic-
itly stated or are difficult to meet by current sensory technology (i.e. sensory information
is not rich enough as to distinguish one place from another). Second, some important SSH
concepts (i.e. paths) are not properly defined or understood. Third, sometimes itis not clear
what the representation states and consequently it is hard to apply it to new domains.

The goal of this dissertation is to formalize the SSH causal and topological levels in
order to have a clear specification of what the SSH accounts for. We define the SSH causal
and topological models (maps) associated with a set of agent’s experiences. These models
are the spatial representation the agent creates in order to explain such experiences. How
the agent explores the environment or builds such models are not part of the SSH theory.

2See chapter 2 for a detailed overview of the SSH.



Nevertheless, once we present the theory, we illustrate the effect of the exploration strategy
as well as present algorithms to build the SSH causal and topological maps.

We start our formalization by includingdistinctive statess objects of the causal
and topological theory. At the SSH control level distinctive states are the fixed points of
hill climbing control laws. At the causal and topological levels distinctive states are objects
representing such fixed points the agent visits at the control level. Part of the purpose of the
causal and topological theories is to determine when two distinctive states refer to the same
environment state.

Previous descriptions of the SSH do not include distinctive states as objects of the
theory. This is the case because these descriptions assume that perceptual aliasing (i.e. dif-
ferent distinctive states that share the same view) does not occur. Should this hypothesis
not be the case, the agent'’s exploration strategy has to handle any environment states disam-
biguation. This mix between the SSH description and the robot exploration strategy made
it difficult to state what the SSH itself is about.

In this dissertation we show that by including distinctive states as first order objects
of the theory it is possible to handle perceptual aliasing while formulating the spatial repre-
sentation (the SSH) independently of the agent’s exploration strategy. For this purpose we
explicitly define the models of the causal and topological theories associated with a set of
agent's experiences. Should the experiences not be complete or perceptual aliasing occur,
different models of the theory may exist. In such cases, as part of the exploration strategy,
the agent could choose to refute some of these models or just keep exploring the environ-
ment gathering more experiences.

One interesting aspect of spatial knowledge that becomes clear with the SSH for-
malization is thenon-monotoniceffect of gathering more experiences. New information
could prove environment states to be different although they were previously believed equal,
and viceversa. This remark applies not only to environment states but also to other SSH ob-
jects like placesand paths It is not surprising then that we use a non-monotonic logic
formalism, namely Nested Abnormalities Theories (NATlsifschitz, 1999, in order to
state the SSH causal and topological theories.

A logical account of the SSH causal, topological and local metrical theories is given
using NATs. The minimality conditions embedded in the formalization define the preferred
models associated with the theories. In chapters 4 through 8 we illustrate the main prop-



erties of the new theories. In particular we show how the minimal models associated with
these theories are adequate models for the spatial knowledge an agent has about its envi-
ronment. We also illustrate how the different levels of the representation assume different
spatial properties about both the environment and the actions performed by the agent. These
spatial properties play the role of “filters” the agent applies in order to distinguish the dif-
ferent environment states it has visited.

As part of our formalization, we have chosen to explicitly represent when two dis-
tinctive states denote the same environment state. The prediegtaadteq (chapters 4
and 5) denote when two distinctive states are equal given causal and topological informa-
tion, respectively.ceq is the case when it is not possible to distinguish distinctive states
by views (sensory input) and actiong is the case when distinctive states have the same
view and are at the same place along the same paths. While the topological ontology (that
of places and paths) is more elaborated than the one for the causal level, it is easier to build
this representation than it is to distinguish environment states based only on view-action-
view sequences.

At the SSH causal level we introduced a new spatial representation, that of the
causal graph. A causal graph is a deterministic finite automaton (DFA) where stateg are
equivalence classes, and transitions correspond to actions. In the presence of perceptual
aliasing this representation is different from thiew graph a non-deterministic automaton
where states are views, and transitions are actions. In chapter 4 we elaborate on the proper-
ties of this representation.

The SSH topological theory is presented in chapters 5 through 8. We start with a
simple topological theory that assumes “simple” paths in the environment. We then extend
the theory to handle more complex paths, namely self-intersecting and convergent paths
(figure 1.1). We then extend the theory with boundary regions, local metrical information
and finally, abstraction regions. At each step, we illustrate how the new spatial represen-
tation allows the agent to distinguish environments not distinguishable with the previous
representations. Based on the SSH causal and topological formalizations, we define an
algorithm that allows the agent to keep track of different models consistent with a set of
experiences.

As the ultimate goal of this work is to show that a formal specification of the SSH
will facilitate its implementation on physical robots, we evaluated our methods by imple-
menting the SSH in Vulcan, our wheelchair robot (chapter 9). As with any other representa-
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a b
Figure 1.1:(a) Self intersecting paths. (b) Convergent paths.

tion, we should describe the processes that act upon the representation and specify how the
representation supports such proceggéskhard M., 1995, Markman, 1999In appendix
A we illustrate how the SSH supports different architectures used for robot’s navigation.

In summary, in order to bridge the gap between the SSH theory and its implemen-
tation, we propose a formal semantics of the SSH causal, topological and local metrical
theories. Based on this semantics, we extend the SSH in the following important ways: i)
we introduce distinctive states as first order objects of the theory and extend the theory to
handle perceptual aliasing; ii) we define the models associated with the SSH causal and
topological theories ; iii) we extend the theory to handle self intersecting and convergent
paths; iv) we show how to combine causal, topological and noisy local metrical information;
V) based on the previous enhancements, we define an algorithm to keep track of different
topological maps consistent with the agent's experiences, and vi) we extend the SSH to
handle hierarchical maps (i.e. maps where there is a containment relation between regions).

The rest of this document describes the ideas above in detail. Chapter 2 presents
an overview of the SSH. Chapter 3 defines the SSH control level assumptions under which
the causal and topological levels are built. We then go into the details of the changes we
propose at the causal and topological levels. Chapters 4 and 5 present our formalization of
the SSH’s causal and topological levels. Chapter 6 adds boundary regions to the topolog-
ical level, and chapter 8 shows how regions can be included at the SSH topological level.
Chapter 7 defines the use of local metrical information in combination with causal and topo-
logical information. It also presents a method to integrate metrical information associated
with paths in order to assign locations to places in a region. Chapter 9 shows our SSH
implementation in Vulcan. In chapter 10 we review related research in the areas of robotics
and space representation. Finally, in chapter 11 we present our conclusions.



Chapter 2

SSH Overview

2.1 The Spatial Semantic Hierarchy

The Spatial Semantic Hierarchy (SSHuipers and Byun, 1988, Kuipers and Byun, 1991,
Kuiperset al., 1993, Kuipers, 1996, Kuipers, 203@s anontological hierarchyof represen-
tations for knowledge of large-scale space. An ontological hierarchy shows how multiple
representations for the same kind of knowledge can coexists. Each level of the hierarchy
has its owrpontology(the set of objects and relations it uses for describing the world) and its
own set of inference and problem-solving methods. The objects, relations, and assumptions
required by each level are provided by those below it.

The SSH abstracts the structure of an agent’s spatial knowledge in a way that is
relatively independent of its sensorimotor apparatus and the environment within which it
moves. Next we describe the different SSH levels.

e The sensorimotor levebdf the agent provides continuous sensors and effectors, but
not direct access to the global structure of the environment, or the robot’s position or
orientation within it.

¢ At the control levelof the hierarchy, the ontology is an egocentric sensorimotor one,
without knowledge of fixed objects or places in an external environmerlis#c-
tive stateis defined as the local maximum found by a hill-climbing control strategy,
climbing the gradient of a selected feature,d@stinctiveness measurdrajectory-
following control laws take the robot from one distinctive state to the neighborhood
of the next, where hill-climbing can find a local maximum, reducing position error
and preventing its accumulation.

This presentation followEKuipers, 1998.



e The ontology at the SSEhusal levetonsists of views, distinctive states, actions and
schemas. Aviewis a description of the sensory input obtained at a locally distinc-
tive state. Anaction denotes a sequence of one or more control laws which can be
initiated at a locally distinctive state, and terminates after a hill climbing control law
with the robot at another distinctive state seéhemas a tuple( (V, dp), 4, (V',dq) )
representing the (temporally extended) event in which the robot takes a particular ac-
tion A, starting with viewV at the distinctive statép, and terminating with view’
at distinctive statélg. The spatial representation posits the minimal set of distinctive
states consistent with the set of schemas.

¢ Atthetopological levebf the hierarchy, the ontology consistspdéices pathsandre-
gions with connectivity and containment relations. The spatial representation posits
the minimum set of paths and places consistent with the set of causal scheéxhas.
the SSH topological level, action symbols are categorized in two cla3ses:and
Travel A place corresponds to a set of distinctive states linked by turn actions. A path
is a structure that includes an ordered sequence of places connected by travel actions
without turns. Paths are used in the cognitive map to describe linear geographical
structures such as streets. Places and paths define a topological network which can
be used to guide exploration of new environments and to solve new route-finding
problems® Using the network representation, navigation among distinctive states is
not dependent on the accuracy, or even the existence, of metrical knowledge of the
environment.

¢ Atthe metrical levelof the hierarchy, the ontology for places, paths, and sensory fea-
tures is extended to include metrical properties such as distance, direction, shape, etc.
Geometrical features are extracted from sensory input, and represented as annotations
on the places and paths of the topological network.

Two fundamental ontological distinctions are embedded in the SSH. First, the con-
tinuous world of the sensorimotor and control levels is abstracted to the discrete symbolic
representation at the causal and topological levels, to which the metrical level adds contin-
uous properties. Second, the egocentric world of the sensorimotor, control, and causal level
is abstracted to the world-centered ontologies of the topological and metrical levels.

2In order to state these minimality conditions, the causal and topological levels are formalized as circum-
scriptive theories (see chapter 5).

3Notice that although the topological map has a graph like structure, a path in the graph theory sense is not
necessarily a SSH topological path.



2.2 Creating Schemas

As the agent navigates its environment, a set of schemas summarizing its experiences is
created. This set of schemas is the only source of information the agent has to create a
spatial representation of its environment. Next we describe how a set of schemas is created
as the agent navigates through its environment.

At the SSH control level, exploration is performed by alternating execution be-
tween two types of continuous control stratediajectory-following and hill-climbing .
These two types of control strategy differ in their roleshil&climbing control strategy is
for climbing towards a local maximum of a distinctiveness measure and thus a position of
some distinctive state;teajectory-followingcontrol strategy is for moving from the neigh-
borhood of one distinctive state to the neighborhood of another. The actual motion from
one distinctive state to the neighborhood of another may be the result of the execution of
a sequence of more than one control strategy (see example belowd. etly,...,cln,
be the sequence of control strategies executed at the control level to take the agent from
distinctive stateds with view V to distinctive statels’ with view V'. Then, the schema
((V,ds), A, (V' ,ds")) is created at the SSH causal level, whdris anactionsymbol used
whenever the sequenegis executed. This way, the experiences of the robot within its
environment can be described by an alternating sequence of views and actions

(Vl, dsl) Al (VQ, dSz) e An—l (Vn, dsn)

which is summarized at the causal level by the set of schemas S,

S - {((‘/Zvdsl)vAla (‘/i+17dsi+l)> Pl = 13 e, — 1}
Example 1

Consider the environment in figure 2.1. In order to go from distinctive gtateo distinc-

tive statels2, the agent executes the sequence of control stratggesnto-corridor,
follow-middle-line, hc-T-intersection ) whereget-into-corridoris a trajectory-
following control strategy that moves the agent frégi to a, follow-middle-line is

a trajectory-following strategy that takes the agent feota b, andhc-T-intersection

is a hill-climbing control strategy that takes the agent frbrto the distinctive states2.
Environment statea andb are not distinctive states. At the distinctive stdt@ the agent

is facing the wall ahead and it is equidistant from this wall and the intersection corners.

“These strategies correspond to continuous control [Kws, 1987.
®See section 3.1.3, page 14.
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Figure 2.1:A sequence of control strategie@et-into-corridor, follow-middle-line, he-T-intersectipriakes
the agent from distinctive staiés1 to distinctive statels2. At the causal level, this continuous motion is
represented by the scher@l/, ds1), 4, (V',ds2) ), where the action symbol A represents the sequégee
into-corridor, follow-middle-line, hc-T-intersectiony andV’ are the views afs1 andds2 respectively.

Distinctive stateds3 is at the same physical location ds2 but with a different
orientation. When the robot is at ds3, it is facing the open space (corridor) at the right of
ds2. In order to go from distinctive statés2 to distinctive statels3, the agent executes the
sequence of control strategiace-space-on-right,align-with-corridor ).

At the causal level, the schemas((V1,dsl),Al,(V2,ds2)) and
((V2,ds2), A2,(V3,ds3)) are created, where A1 represents the sequence
(get-into-corridor, follow-middle-line, hc-T-intersection ) and
A2 represents the sequeng¢@ce-space-on-right,align-with-corridor ).
At the topological level Al is aTravel action whileA2 is aTurn action.

{end of example

2.3 The SSH topological level: regions

The SSH topological level includeggions boundariesand containmentrelations. A
boundaryis a sequence of one or more directed pathsredion is a set of places. A
boundary regioris the set of places defined to be on one side of a boundary. A path has
associated two boundary regions, its right and left sides.

Boundary region information can be extracted from sensorimotor experidiagpérs
and Levitt, 1988 suggests how to do this though it does not defines the general mechanism
for doing so). Specifying where a place lies with respect to a dividing boundary provides
partial knowledge about its position. This knowledge is particularly easy to acquire, easy to
combine with other similar pieces of knowledge, and easy to apply to route-finding prob-
lems. Partial states of knowledge are possible since the agent does not know the relative po-



sition of every place with respect to every boundary. Once a sufficient number of boundary
relations have been accumulated, they provide a useful topological route-finding heuristic.
For example, to find a route from A to B, if there is a path such that A is on its right and B

is on its left, look for routes from A to that path and from the path to BRemolina and
Kuipers, 1998bwe have given a formal account of how boundary relations are established
as the agent navigates a known environment. In chapter 6 we show how boundary regions
are used while exploring an unknown environment.

2.4 Physical Implementation of the SSH

An implementation of the SSH in a physical robot (Spot) was carried out by W.Y Lleze
199d. Most of this work focused on the SSH control level since the other levels can be
constructed as in the TOUR mod&uipers, 19786 Next we review the key ideas in the
implementation.

At the SSH control level, the robot has only an egocentric view of its surroundings
with no concept of external objects. Sensory regularities are the way to identify external ob-
jects. Discontinuities in sensory readings mark the presence of distinctive neighborhoods.
A SSH robot identify and responds only to sensorimotor regularities at the control level.

The type of possible distinctive neighborhoods the robot can be at is given a priory.
Each of these neighborhoods types has associated a hill climbing strategy as well as a pres-
elected order in which distinctive states are visited. Local frames of reference (LFOR) are
created when visiting a neighborhood. This coordinate system allows the creation of views
as well as the tracking of corners otherwise not possible from sonar readings. Since the
sensory information associated with a neighborhood is not at once available to the robot,
the robot has to explore the neighborhood in order to identify the neighborhood’s type. This
exploration procedure is described by a finite state automaton. Final states in this automaton
identify the type of neighborhood. Transitions in the automaton describe how information
of the neighborhood should be collected and used to discriminate the neighborhood.

In order to choose a hill climbing strategy, the following elements are considered:

®Notice that the TOUR model does not account for perceptual aliasing, and it assumes that a unique topo-
logical map is consistent with the agent’s experiences. Any possible ambiguity has to be solved before giving
the schemas to the TOUR algorithm.

"For example, a frontal object is represented internally as a regularity of the changes in frontal sonar mea-
surement over timf_ee, 199§.

10



the trajectory-following control strategy that brought Spot into the neighborhood, the event
that signal the neighborhood (corner or front-blocked), and an analysis of the immediate
surroundings in terms of qualitative positions of frontal objects, if any. The hill climbing
strategies work by applying a trajectory-following control strategy that constrains two de-
grees of freedom, and then climbing a distinctive measure in the remaining one degree of
freedom until its local maximum is reached. In general the hill climbing strategy is a two
step procedure: first, a distinctive location must be found, and then distinctive orientations
at that location are determined. A distinctive state is a fdafration, orientation) Special
algorithms to find distinctive orientations were developed. These algorithms deal with error
in sonar readings produced by specularity.
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Chapter 3

Control Level

At the SSH control level, the agent and its environment are modeled as continuous dynam-
ical systems whose equilibrium points are abstracted to a discrete distinttive states

The agent “moves” from one distinctive state to another, by using a combinatita-of
jectory followingand hill climbing control laws. The execution of these control laws is
abstracted at the SSH causal level as a set of causal schemas (section 2.2, page 8) from
which causal, topological and metrical representations of space are created (chapters 4 to
8). Our main hypothesis to build these spatial representations is that the execution of con-
trol laws isdeterministicin the following sense: executing a sequence of control laws at

a particular environment state leaves the agent “at the same” resulting distinctive state. In
this chapter we state this property of the SSH control level (the 8&stire property.

In general it is difficult to prove that a given set of control laws and a particular
environment satisfy the SSH closure property. A particular case where the closure prop-
erty can be proved is for a “Voronoi robot”, a robot that moves along the Voronoi diagram
associated with the environment: the set of points that are equidistant from two nearby ob-
jects[Aurenhammer, 1991, Choset and Nagatani, 2001 section 3.2 we elaborate in the
properties and limitations of Voronoi robots.

Hill climbing control laws are chosen based on sensory input and (maybe) the tra-
jectory following that brought the robot to the current environment state. It may be the case
that different hill climbing control laws bringing the robot to different distinctive states
could be chosen for execution. We would rule out this possibility by requiring distinctive
states to bevell separatedsection 3.1.2).

The closure property on the set of control laws and the well separation among dis-
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tinctive states guarantee that actions at the causal level are determiRdstifie purpose
of this dissertation, this is all we need to know about the control leisxt we briefly
elaborate on these SSH control level properties. The reader is referfeedp 1996,
Kuipers, 2000 for more detailed information.

3.1 SSH control assumptions.

1Exploration of an unknown environment takes place by selecting a control law based on
sensory information available about the local neighborhood. Typically, we expect behavior
to be an alternation betwedsill-climbing controllaws, which bring the agent to a locally-
distinctive state from any state within the local neighborhood teajectory-followingcon-

trol laws, which bring the agent from one distinctive state to the neighborhood of the next.

3.1.1 The SSH control closure property

The navigation strategy of alternating trajectory-following and hill-climbing control laws
presumes that the following criteria are satisfied. We call theseltiseire criteriaon the
set of control laws.

1. After a hill-climbing control law is executed and terminates at a distinctive state, at
least one trajectory-following control law is available for selection. This ensures that
there is a choice of action from the current distinctive state: there are no dead end.

2. After a trajectory-following control law is executed and reaches its termination state,
at least one hill-climbing control law is available for selection. This ensures that each
trajectory terminates at a distinctive state.

3.1.2 Well separated dstate

The closure property does not rule out the possibility that more than one hill-climbing may
be available for selection. For the purpose of having deterministic actions at the causal
level, we require that

the basins of attraction of distinctive states are well separated.

This separation property ensure that at most one hill-climbing is available for selection
after a trajectory following control law is performed. Notice that the basins of attraction of

1In this section we followKuipers, 200.
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distinctive states could intersect, but in those common environment states the robot has a
consistent “clear choice” of which hill climbing control law to perform (see figure 3.1).

a b

Figure 3.1:Consider a robot coming into an intersection as indicated by the arrow in the figure. Suppose a
robot hill climbs to localize itself equidistant from at least three nearby objects. (a) In a “perfect” intersection,
the agent will hill climb to the center of the intersection. (b) A small perturbation on the intersec@gmwif

cause the robot to have at least two different distinctive states it could reach (indicated by dots in the figure).
The SSH well-separated distinctive states property requires the agent to have a clear selection criteria so that
when entering the intersection the agent always hill climbs to the same distinctive state.

3.1.3 From control laws to actions

Sequences of control laws are givenaution name at the SSH causal level. In order to
decide whether two of such sequences have the same name, we do not consider the last
control law of the sequence (which is required to be a hill climbing control law). Formally,

action(cly, ..., cly) = action(cly,...,cl) if f n =m AVi <n cl; = cl;

whereaction(cl) denotes the action name associated with the sequence of contref laws

3.2 \oronoi robots

A Voronoi robot moves along the Voronoi diagram associated with the environment: the set
of points that are equidistant from two nearby obj¢Gsoset and Nagatani, 200Moronoi

robots are relevant to the SSH control level because they have a well developed mathematics
that allows one to characterize and prove properties about the control level. Moreover, they
are well understood and different algorithms exist to implement tf@hosetet al.,, 1997,

Choset and Nagatani, 2d0IHowever, they have two well known limitations. First, small
perturbations in the environment can greatly change the Voronoi diagram (for instance, con-
sider the example in figure 3.1). Second, they assume that the robot can perceive at least
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two nearby objects. This is not the case if the agent only has weak sensors or if objects are
outside the range of the sensors. In this case, control laws that keep the robot equidistant
from a reference wall are us¢tuipers and Byun, 1988, Lee, 1996

For the purpose of this dissertation all we need to assume about the SSH control
level is that its behaviors can be abstracted to deterministic actions at the causal level. This
is guarantee by satisfying the closure and well-separation properties. Certainly, actions
could fail and so the agent could get lost. We handle these failures during navigation (when
using an already built map) and assume they do not occur during map building.
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Chapter 4

Causal Level

The agent’s experiences in the environment are summarized at the SSH causal level by
schemas A schemaepresents an agent’s particular action execution in the environment.
An action execution takes the agent from aliginctive staté¢o another. Sensory informa-

tion at distinctive states is representedvigws

We can think of a schema as a tuple
((v,ds),a, (v',ds"))

representing the event in which the agent starting at distinctive gtgi@hose view i),
executed actiom, terminating at distinctive statés’ (whose view is’). It is also possible

to have an incomplete schema where the resulting distinctive gtdtés “missing”. These
incomplete schemas allow the SSH causal level to account for common states of incomplete
knowledge like “I could take you there, but | can't tell you holKuipers, 2000. In sec-

tion 4.1.4 we define how to represent schemas and the information associated with them.
We also formally define (see section 4.1.5) a variety of useful “tuple notations”, including
((v,ds),a, (v',ds")), which we will use hereafter.

Schemas can be used to direct the agent behavior in the environment, to distin-
guish distinctive states, or as a basis for more elaborated spatial representations. In the
first case, for example, if the agent’s current viewisand it has experienced a schema
((v,ds),a, (v',ds")), it could executer and expect to observé [Kuipers, 2000. In the
second case, by considering view-action-view sequences, the agent can distinguish distinc-
tive states that share the same view (see section 4.2.3). Finally, in chapter 5 we show how
by adding some spatial interpretation to the actions executed by the agent, we can build a
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spatial representation from a set of schemas (the SSH topological map).

This chapter is organized as follows: section 4.1 presents the causal level ontology.
We then define how causal information can be used to distinguish distinctive states (section
4.2). We define two types of “spatial’ representations that can be directly derived from a
set of schemas: the SSH view graph (section 4.2.2) and the SSH causal graph (section 4.3).
Finally, in section 4.4 we present a logic program to calculate the models of the SSH causal
level theory.

4.1 Causal level Ontology

We use a first order sorted language in order to describe the SSH causal level. The sorts
of such language includgews actions distinctive statesschemasndroutines! Next we
present the predicate symbols and axioms associated with each of these sorts.

4.1.1 Views

A viewrepresents a set of sensory inputs. While it is possible to associate a view with any
environment state, only views associated with sensory input at distinctive states are con-
sidered by the SSH. Moreover, at the SSH causal level only the name of the view matters.
Different view names represent different sets of sensory input (see axiom 4.15). The in-
ternal structure used by the agent to describe a sensory input is not considered at the SSH
causal level.

4.1.2 Actions

An actiondenotes a sequence of one or more control laws. As for views, at the SSH causal
level only the name of the action matters. Different action hames represent different se-
guences of control laws (see axiom 4.14).

We assume that an action has a type, eitrarel or turn, associated with #. We
use the predicate
Action_type(a, type) ,

INew sorts will be added when we present the SSH topological and metrical levels (chapters 5 and 7).
2The type of an action will be important at the SSH topological level (chapter 5). For completeness of the
presentation we introduce this concept here.
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to represent the fact that the type of actiis type The type of an action is unique*
Altype Action_type(a,type) . (4.1)

The constant symbolirn andtravel define completely the sort @fction types
Formally?

turn # travel , (4.2)
Vatype {atype = turnV atype = travel} .

Turn Right, Turn left, Turn Around

Turn actions have associated a qualitative description. This new sort of qualitative de-
scriptions is completely defined by the different constant symtuwid_eft turnRightand
turnAround Formally®

UN A(turnLeft, turnRight, turnAround) , (4.3)
Vdesc {desc = turnLeftV desc = turnRight V desc = turnAround} .  (4.4)

We use the predicate
Turn_desc(a, desc)

to indicate thatlescis the qualitative description @fction a The description associated
with an action is unique. Moreover, only turn actions have associated a qualitative descrip-
tion:

Turn_desc(a,desc) — Action_type(a,turn) (4.5)
Action_type(a,turn) — Jldesc Turn_desc(a,desc) . (4.6)

Axiom 4.5 says that onlyurn actions have associated a qualitative description.
Axiom 4.6 states that each turn action has associated a unique qualitative deséription.

3Throughout this paper we assume that formulas are universally quantified.

“The formuladlv P(v) means'there exists a unique s.t. P(v)” . Formally,3uVz [P(z) = z = v)].

SWhile we assume a first order sorted logic, such a logic does not have “subsorts”. It will be nice to say: the
sort of actions has two subsorts, turn actions and travel actions. In order to have the “subsorts” of turn and travel
actions, we will have to explicitly include the predicates “turn” and “travel” (instead of the constant symbols
turn andtravel), and require that

VYa turn(a) = —travel(a) .

We have chosen not to explicitly represent “subsorts of actions” but rather talk about the “type of the action”.
®The notationUNA(t1,...,t,) represents the uniqueness of names axioms for the grounded terms
t1,...,tn. These axioms simply require thigt ¢; for ¢ # j.
"We could think of the turn action’s qualitative description as defining the “turn actions subsorts” turnRight,
turnLeft and TurnAround (see footnote 5).
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4.1.3 Distinctive States

At the SSH control level a distinctive state is defined as the local maximum found by a
hill-climbing control strategy, climbing the gradient of a selected feature, or distinctiveness
measure. At the SSH causal level, names are given to these distinctive states. The agent
associates distinctive state names with the environment state it is at after performing a hill
climbing control law. It is possible for the agent to associate different distinctive state names
with the same environment state. This is the case since the agent might not know at which
of several environment states it is currently located.

A distinctive state has an associated view. We use the predicate
View(ds,v) ,

to represent the fact thatis aview associated witltistinctive statels. We assume that a
distinctive state has a unique view,

v View(ds,v) . 4.7)
However, we daot assume that views uniquely determine distinctive states (i.e.

View(ds,v) A View(ds',v) 4 ds = ds'). This is the case since the sensory capabilities
of an agent may not be sufficient to distinguish distinctive states.

4.1.4 Schemas

A schema represents a particular action execution of the agent in the environment. An
action execution is characterized in terms of the distinctive states the agent was at before and
after the action was performed. We use the following predicates to represent information
associated with a schema:

e action(s,a) actiona is the action associated wishema s

e context(s,ds) ds is the startinglistinctive stateassociated with the action execution
represented bgchemses.

e result(s,ds). ds is the endinglistinctive stateassociated with the action execution
represented bgchemses.

While we require a unique context and action associated with a schema, the result of a
schema is optional (but unique if it exists):

Ala action(s,a) , (4.8)
Alds context(s,ds) , (4.9
result(s,ds) A result(s,ds') — ds = ds' . (4.10)

19



Most often we are interested aompleteschemas: those for whom the resulting
distinctive state exists. We use the predicai€(s, ds, a, ds’) defined as

CS(s,ds,a,ds') =gef context(s,ds) A action(s,a) A result(s,ds") (4.12)

to express the fact that schermaepresents an execution of actianwhich took the agent
from distinctive statels to distinctive statels’.®

An action execution also has metrical information associated with it. This metri-
cal information represents an estimate of, for example, the distance or the angle between
the distinctive states associated with the action execution. We defer the study of metrical
information associated with schemas until chapter 7.

415 Schema notation

While schemas are explicit objects of our theory, most of the time it is convenient to leave
them implicit. We introduce the following convenient notation:

(ds,a,ds') =gef Is CS(s,ds,a,ds")
(v,a,v") =gy Ts,ds,ds’ {CS(s,ds,a,ds") A View(ds,v) A View(ds',v')}
((v,ds),a, (v',ds")) =gef 3s {CS(s,ds,a,ds') A View(ds,v) A View(ds',v')}
(ds,type,ds') =gef 3s,a {CS(s,ds,a,ds") A Action_type(a,type)}

(ds,desc,ds'y =gy 3s,a {CS(s,ds,a,ds") N Turn_desc(a,desc)}

Notice that we have “overloaded” the bracket notation depending on the type of its
arguments.

4.1.6 Routines

A routineis a set of schemas indexed by views. We use the predicate

Routine(r,v, s)

8CS stands for Causal Schema.
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to indicate that irroutine r, schema ds indexed by viewv. A view can index multiple
schemas in a routine. That a view indexes a schema means that the context of the schema
should have associated such view:

Routine(r,v, s) A context(s,ds) — View(ds,v)

Routines model routes where particular actions are taken when the agent observes
a given view. Routines are used to model “situated action” where the agent chooses its next
action to execute by choosing a schema associated with the current view. It is possible that
the current view indexes more than one schema in which case either a non-deterministic
choice is made or if the agent is paying enough attention to identify the distinctive state as-
sociated with the view, then that will allow the schema to be selected deterministically. No-
tice that at a distinctive state different actions can be performed, and consequently the agent
may have different schemas associated with a distinctive state. However, when schemas are
indexed in a routine, only one schema per distinctive state is indexed:

Routine(r,v, s) A Routine(r,v,s') A context(s,ds) A context(s',ds) — s = s

While routines allow the SSH to explain different phenomena associated with hu-
man navigation abilities (e.g. leaving home to buy groceries on Saturday morning and
ending up at work), there is not a more complete theory about routines than the one pre-
sented here. We have left as a future work to formally describe a navigation model using
routines. When complemented with places (see next chapter), routines account for learned
plans the agent could perform even when such plans are partially specified.

4.2 SSH Causal theory

The agent’s experiences in the environment are described in ter@ dfew, Action_type

and Turn.descatomic formulae. Hereafter we ug&eto denote a particular agent’s experi-
ence formulae. Give& we want to specify how the agent can distinguish different distinc-
tive states. Informally, distinctive statés andds’ are distinguishable at the SSH causal
level, if either they have different views or there exists a sequence of actions “connecting
these distinctive states to corresponding distinguishable distinctive states (section 4.2.3).

4.2.1 The E formulae.

As mentioned above, the agent’s experiences in the environBeate described in terms
of CS View, Action typeand Turn.descatomic formulae. Associated with we have the
following set of constant symbols occurringhi
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S(E) : the set o6chemaconstant symbols occurring B

DS(E) : the set oflistinctive stategonstant symbols occurring B

V(E) : the set ofviewconstant symbols occurring B

A(E) : the set ofaction constant symbols occurring B

We require theiniqueness of namassumption for the different constant symbols occurring
in E:

UNAlsy,...,s,]  si€ S(E) (4.12)
UNAldsi,...,ds;] ds; € DS(E) (4.13)
UNAlay,...,a,] a; € A(E) (4.14)
UNAvi,...,vy] v, € V(E) (4.15)

The unigueness of names axioms above are not only required from a logical point
of view, but make sense from the knowledge representation point of view. Each of the
agent schemas represents a different experience and the agent names them with a different
schema constant symbol (axiom 4.22Bimilar remark applies for the names of actions
(axiom 4.14). We assume that different view symbols represent different sensory input (ax-
iom 4.15). This is the case since the agent decides what view to associate with a sensory
input. As for the distinctive state symbols By different distinctive state constant symbols
might represent the same environment staart of the objective of the SSH causal and
topological theories is to conclude which distinctive state symbols are to be interpreted as
the same environment states. Nevertheless, we assume that different distinctive state sym-
bols in E are interpreted by different states (axiom 4.13) and we use the predigate
indicate whether two distinctive states represent the same environmendiatbis case
we said that the distinctive states amusallyindistinguishable (see section 4.213).

We require thedomain closureassumption for the sort afiews distinctive states
schemasand actions These domain axioms state that the only views, distinctive states,
actions or schemas that exist are those explicitly named by the symbol constants occurring
in E. These axioms prevent models of the SSH from including objects different from those

°From an implementation point of view, each schema is represented by a unique frame (or data structure) in
the database.

0¢ceq stands for Causally Equal.

1The SSH causal level might not be enough to distinguish distinctive states experienced at different envi-
ronment states (see Example 4, page 29).
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experienced (named) by the agent.

Vs \/ s = s; (4.16)
$;€S(F)

vas \/ ds=ds; (4.17)
ds;,€DS(E)

Va \/ a=a (4.18)
a;€EA(FE)

Vo \/ v=uy (4.19)
v, EV(E)

Finally, the type of actions as well as the qualitative description of turn actions have
to be specified as part of the formulge-?

Action_type(a, type) = \/ [a = a; A type = type;] (4.20)
Action_type(a;,type;)EE
Turn_desc(a,desc) = \/ [a = a; A desc = desc;] (4.22)

Turn_desc(a;,desc;)EE

Definition 1
Given a setF of CS View, ActiontypeandTurn_typeatomic formulae,
COMPLETION (E)

denotes the union d with Axioms 4.12 - 4.21.
{end of definitiof

The next example illustrates the concepts and axioms defined in this section.
Example 2

Consider the set of experiencEgjathered by the agent while navigating the environment
in figure 4.1. The agent moves among intersections by performing a midline control law,
which at the SSH causal level becomes actidnThe sensory input at the different inter-
sections is very similar, and the agent associates thewiel#with the different distinctive

2while we give an explicit formula for the completion afction_type and Turn_desc, we could have
written these axioms a81 RC (E; Action_type), CIRC(E; Turn_desc) expressing the fact that the domains
(extents) ofAction_type and Turn_desc should be the smallest ones giveéh Proposition 2 inLifschitz,
1994 shows that these two formulations are identical. As usual, “completion axioms” rule out models where
the agent uses information other that the explicitly statefl.iSee appendix C, page 219.

13As with any other symbol name, the view name is arbitrary. The + in the view name is used to indicate
that the view corresponds to a four corridor intersection. Later we use the symiodhdicate that the view
corresponds to an end of corridor.
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states it found (i.ea, b andc).

Figure 4.1:The agent moves among corridor intersections that have the sameview, b andc are the
distinctive states where this view is observed at.

The elements oF are as follows:

Action_type(ml, travel) ,
CS(sl,a,ml,b), CS(s2,b,ml,c),
View(a,v+) , View(b,v+) , View(c,v+) .

The uniqueness of names axioms associated Evile:

sl # 82,
a#xbNaFcAb#c.

The domain closure axioms associated \idthre:

Vs{s=s1Vs=s2},
Vds{ds =aVds=bVds=c},
Ya a =ml

Yov=v+ .
Finally, we also have the axioms

Va, type Action_type(a,type) = [a = ml A type = travel] ,

Va,desc Turn_desc(a,desc) = false .

{end of example

4.2.2 The SSH view graph

Schemas can be used to define further representations of the agent’s experiences in the en-
vironment. Two of such representations areutesv graphand theSSH causal graphNext
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we present the view graph and defer the presentation of the SSH causal graph to section 4.3.

The SSH view graplassociated with a set of experiendess the labeled graph
(Nodes, Edges, Labels) such that:

¢ Nodes = V(E).

e Labels = A(E).

e Edges ={(v,a,v') : COMPLETION(E) |= (v,a,v') }.
Example 3

The view graph associated with the set of experiences in example 2 is depicted in figure 4.2.
{end of example

mi

Figure 4.2:view graph associated with the experiences in example 2.

As the example above suggests, the view graph is not very informative when the
same view occurs at different environment states. The agent has to use information other
than the views alone in order to distinguish different environment states (for example, see
chapter 5). However, should the agent have enough sensory capabilities as to distinguish
distinctive states by their views, then the view graph becomes a powerful spatial represen-
tation for reliable navigation. Work ibSchslkopf and Mallot, 1995, Franet al., 1998,

Mallot and Gillner, 2000, Steck and Mallot, 2d0¢hows how the view graph is consistent
with human navigation abilities.

In the next section we illustrate how using actions and distinctive states the agent

can distinguish environment states. In the next chapter we show how topological informa-
tion can be used to further distinguish environment states.
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423 CT(E)

Given a set of experiencds the SSH causal theoi@T(E) defines when two distinctive
states are indistinguishable at the SSH causal level. We use the predicate

ceq(ds, ds')

to denote the fact thatistinctive statesls andds’ arecausallyindistinguishableé? Infor-

mally, ceq(ds, ds') is the case whenever distinctive statldsandds’ are indistinguishable

by the actions and views ifi. We will assume that actions agleterministic Whenever the

agent performs an action at a given distinctive state, it always ends up at the same distinctive
state:

(ds,a,ds') A (ds,a,ds") — ds' = ds" . (4.22)

The SSH causal theory associated with a set of experidade$ (E), is the follow-
ing nested abnormality theory (NATR)ifschitz, 1995 (see appendix C, page 219):

CT(E) = (4.23)
COMPLETION(E) ,
Azioms 4.1 — 4.11 ,
(ds,a,ds"y A (ds,a,ds") — ds' = ds", (Aziom 4.22)
CEQ-block

whereCEQ_block is:

CEQ_block =
{ mazx ceq:
ceq(dsy,dss) — ceq(dssz,ds1),
ceq(dsy,dsa) A ceq(dsa,ds3) — ceq(ds1, dss),

ceq(dsy,dss) = View(dsy,v) = View(dss,v), (4.24)
ceq(dsy,dss) A (ds1,a,ds]) A (dsa,a,dsh) — ceq(ds], dsy) (4.25)
}

Next we discuss the axioms definingy. First at all, the predicateeq is an equiv-
alence relation on the sort of distinctive states.

Theorem 1 The predicate ceq is an equivalence relation.

¥In chapter 5 we define when distinctive states are topologically indistinguishable.
Throughout this paper we assume that formulas are universally quantified.
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Proof. See appendix E (page 229).

Axiom 4.24 states that indistinguishable distinctive states have the same view. Fi-
nally, axiom 4.25 states that if distinctive staiésandds’ are indistinguishable, then it
should be the case that if actianhas been performed for botts andds’, the resulting
distinctive states should be indistinguishable. This axiom captures the following intuition:
if ds andds’ are two indistinguishable distinctive states, any sequence of actions executed
atds andds’ will render the same sequence of views. Indeed, axioms 4.24 and 4.25 allow
us to prove the following useful lemma:

Lemma 1 Let A denote a sequence of action symbols. Ké&is) denote the distinctive
state symbol resulting from excuting the sequeAdtarting at distinctive statés, or L if
A is not defined fors.1” Then,

ceq(dsy,dsa) N A(ds1) #L NA(ds2) #L
— View(A(ds1),v) = View(A(dsz2),v) .

There is a special case whepag is an equivalence relation without writing the
axioms stating so. This happens when the result of every action at every distinctive state is
known. In this case, we say that the set of experiencesrigplete

Notice thatceq being reflexive does not follow fromeq being symmetric and transitive.

Given an action symbalt and distinctive statels, A(ds) = ds' if the schemads, A,ds’) has been
observed, otherwised(ds) =_L. Moreover,A(L) =_L. The definition is then extended to action sequences in
the standard way. Notice that(ds) being well-defined relies on our assumption that actions are deterministic
(axiom 4.22).
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Definition 2

A set of experience&’ is completewhenever
E = Va,ds3ds'(ds,a,ds’) .

{end of definitiof

Theorem 2 Let E' be a complete set of experiences. C&(E) be defined as follows:

CT(E) =
COMPLETION (E)
Azioms 4.1 — 4.11
(ds,a,ds")y A (ds,a,ds") — ds' = ds", (Aziom 4.22)
CEQ_block =
{ maz ceq:

ceq(dsy,dss) — View(ds1,v) = View(dss,v),
ceq(dsy,dss) A (dsy,a,ds| ) A (ds2,a,dsh) — ceq(ds},ds))

}

Then the predicateeq is an equivalence relation.

Proof. See appendix E (page 232).

When a set of experiences is complete the predicatgaptures the idea that two
distinctive states are the same if they render the same views under any sequence of actions.
Assume thaf is complete and led = a4, ..., a, denote a sequence of actions. Siite
is complete A(s) #.L and the formuld/iew(A(ds), v) makes sense.

Theorem 3 Let E be a complete set of experiences. Then,
ceq(dsi,ds2) = VA v [View(A(ds1),v) = View(A(ds2),v)] .
Proof. See appendix E (page 234).

The problem of distinguishing environment states by outputs (views) and inputs
(actions) has been studied in the framework of automata tHéewyluin, 1978, Gold, 1978,
Rivest and Schapire, 1987, Bassfeal,, 1995. In this framework, the problem we address
is the one of finding the minimum automaton (w.r.t. the number of states) consistent with a
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given set of input/output pairs. Without any particular assumptions about the environment
or the agent’s perceptual abilities, the problem of finding this smallest automaton is NP-
complete [Angluin, 1978, Gold, 197]9. The reader is referred {Basyeet al., 1995 for

an example of how to use automata to model dynamical systems.

Example 4
Consider the set of experiencéss in example 2 (page 23) (see figure 4.3a):

Action_type(ml, travel) ,
CS(sl,a,ml,b), CS(s2,b,ml,c),
View(a,v+) , View(b,v+) , View(c,v+) .
Since the same view is experiencedab andc, the extent oteq is maximized by declar-

ing ceq = true (i.e. Va,y ceq(z, y)). Notice that axiom (4.25) is trivially satisfied since no
action has been executedcat

Figure 4.3:(a) Distinctive states, b andc cannot be distinguished at the causal level. Topological informa-
tion is needed in order to distinguish them. (see texta(lB)andc are distinguished given the new information
(c,travel,d).

Thougha, b andc were experienced at different states environment states, at the
causal level they are declared as indistinguishable. This happens because neither the ac-
tions nor the views provide enough information to distinguish them. By using topological
information (i.e. the concepts phth andplace in chapter 5) we will be able to distinguish
these distinctive states (see example 8, page 47).

Suppose the agent continues exploring the environment and gets the new informa-
tion

View(d,v 1), CS(s3,¢,ml,d),

as suggested in figure 4.3b. In virtue of lemma 1, it can be seerdipats, ds') = ds =
ds', and consequently all distinctive states refer to different environment states.
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{end of example

As shown in the following examplehere could exist different non-isomorphic
models that maximize the extent of the predicateeq

Example 5
Let E be the set defined by the following formulae:

Action_type(ml, travel) ,
CS(sl,a,ml,b), CS(s2,¢e,ml,d) .
View(a,v) , View(b,v) , View(c,v) , View(d,vl)

There are two different models feeq In one of themceq(a, b) A —ceq(b, ¢) is the case,
and in the other oneceg(a, b) A ceq(b, c) is the case. Notice that in virtue of axiom 4.25,
in both of these modelsceq(a, c) is the case.

{end of example

Different models ofC'T'( E) generally arise when the set of experienékdis incom-
plete (i.e. the agent has not completely explore the environment) or weak sensors inputs at
different environment states are classified as the same view.

Example 6

Consider the environment depicted in figure 4.4. The agent visits the different dis-
tinctive states as suggested by their numbers in the figure. The same travelrattion
is performed when traveling from a corner to the intersection{(l.enl,2)) and vicev-
ersa (i.e. (4,ml,5)). A turn_around action is performed when reaching a corner (i.e.
(3,turn_around,4),(7,turn_around, 8 ), etc.). Assume that the different corners have
the same views (i.e. view(1) = view(4) = view(8), view(3)= view(7) = view(11)), and views
associated with the other distinctive states are different.

Three models of T'( E') can be associated with the exploratiBrof the T-environment:
1. Model 1:ceq(8,12), ceq(12,8), ceq(z, z).18
2. Model 2:ceq(1,12), ceq(12,1), ceq(z, z).
3. Model 3:ceq(4,12), ceq(12,4), ceq(3,11), ceq(11, 3), ceq(2, 10), ceq(10, 2), ceq(z, ).
®The extent oteq in model 1 is defined by(8,12), (12,8)} U {(z,z) :x =1,...,12}.
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1 ?—%—A {2,10} {4’120—0—¢} 3,11}

6

i

Figure 4.4:The agent visits the different distinctive states in the order suggested by their numbers. The same
view occurs at the different corners (i.e view(1)= view(4) = view (8)). Three different causal models can be
associated with the agent exploration of this T-environment (see text).

Notice that in all the models aboveyeq(1,4), —ceq(1,8), —ceq(4,8). For in-
stance, from(1,ml,2),(4,ml,5), andview(2) # view(5) we conclude thatceq(1,4).
Notice that although dstailie is at the same environment state as dstateis possible that
ceq(1,12) or ceq(8,12). This is the case since no action has been performed at d&tate

Notice that the models ofC'T(E) are maximal with respect to the set inclusion
for ceq. The number of elements in the possible extents akq could vary, and con-
sequently the number of different environment states represented by the models of
CT(FE). For instance, the three models above represént1 and10 environment states
respectively:®

Finally, notice that all the models above are possible since at the causal level turn
and travel actions do not bear any spatial meaning. Should we consider topological infor-
mation, only model 3 above will be possible (see example 15, pagd &3). of example

4.3 The SSH causal graph

The SSH causal graph associated with a set of experiétrisdke labeled graphVodes, Edges, Labels)
such that:

e Nodes =DS(E)/ceq .
e Labels =A(E).

e Edges ={([ds],a,[ds]') : COMPLETION(E) = (ds,a,ds') }.

19See example 34 (page 148) for a program trace illustrating how the causal models change as the exploration
of the T-environment proceeds.
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where DS(E)/ceq denotes the set of equivalence classeD${E)moduloceq and|ds]
denotes the equivalence classiefgivenceq

Example 7

The SSH causal graph associated with the set of experiences in example 4 is shown in
figure 4.5. Notice that the causal graph and the view graph can be isomorphic. However, in
general, the causal graph makes states distinctions that cannot be derived from views alone.

e
f BRCRCING

Figure 4.5:SSH causal graph associated with the set of experiences in figures 4a and 4b. (c) view graph
associated with the set of experiences in figure 4b. The causal grapfs iisomorphic to the view graph
associated with the experiences in figures 4a (Example 3, page 25).

{end of example

4.4 Calculating the models of CT(E)

The Herbrand models @fT'(E) are in a one to one correspondence with the answer sets
[Gelfond and Lifschitz, 1991of the logic program in figure 4.8, In this program, theX

andY variables range over distinctive states and the variblanges over views iE.

The sets of rules 4.26 and 4.27 are the facts corresponding to the agent’'s experiences. Rule
4.28 states that an answer set of the program shoubdtogletewith respect taceq. Rules
4.29-4.31 requireeq to be an equivalence class. Rules 4.31 and 4.32 are the counterpart of
axiom 4.24. Rule 4.34 is the counterpart of axiom 4.25. In order to define the maximality
condition of ceq, the auxiliary predicate(X,Y, X1,Y1) is introduced. This predicate

reads aslf X andY were the same, thekil andY1 would be the same”The predicate

2see appendix D, page 226, for the definition and properties of answer sets. See appendix F, page 236, for
a proof of the correctness of the logic program in Figure 4.6.
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{cs(ds,a,ds’) + . : cs(ds,a,ds’) € E} (4.26)
{view(ds,v) < . : view(ds,v) € E} (4.27)
ceq(X,Y),—ceq(X,Y) +

p(X,Y,X,Y) +.

p(X,Y,X2,Y1) «+ p(X,Y,X1,Y1),ceq(X1, X2).
p(X,Y,X1,Y2) + p(X,Y, X1,Y1), ceq(Y1,Y2).

p(X,Y,X2,Y2) « p(X,Y, X1,Y1),cs(X1, A, X2),cs(Y1, A, Y2).
p(X,Y,Y1,X1) « p(X,Y,X1,Y1).

p(X,Y,X1,Y2) « p(X,Y,X1,Y1),p(X,Y,Y1,Y2).

dist(X,Y) « p(X,Y,X1,Y1),view(X1, V), not view(Y1,V).
dist(X,Y) «+ p(X,Y,X1,Y1),not view(X1,V),view(Y1,V).

ceq(X,Y); —ceq(X,Y) « . (4.28)
+ not ceq(X, X). (4.29)
+— ceq(X,Y),not ceq(Y, X). (4.30)
+— ceq(X,Y),ceq(Y, Z),not ceq(X, Z). (4.31)
+— ceq(X,Y),view(X, V), not view(Y, V). (4.32)
+— ceq(X,Y),not view(X, V), view(Y, V). (4.33)
«— not ceq(X1,Y1),ceq(X,Y),cs(X, A, X1),es(Y,A,Y1). (4.34)
« not ceq(X,Y),not dist(X,Y). (4.35)

Figure 4.6:Logic program associated with CT(E).

dist(X,Y) defines when distinctive statéé andY are distinguishable. Constraint 4.35
establishes the maximality condition e#y: ceq(X,Y ') should be the case unleXsandY

are distinguishablé! In section 9.4.1 (page 147) we illustrate the use of the program for a
simulated robot navigating a T-like environment.

Zlwe have implemented this logic program in Smodbliemek: and Simons, 1997 In the implementation,
one has to add variable domain restrictions to the different rules. For example, rule

ceq(X,Y),nceq(X,Y) + .

becomes
ceq(X,Y),—ceq(X,Y) < dstate(X),dstate(Y)

wheredstate is our predicate to identify the sort of distinctive states.
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4.5 Summary

SSH schemas summarize the continuous interactions of the agent in the environment. This
is done by storing the initial and final distinctive states (and their corresponding views) for
any action execution. Schemas can then later be used for directing the agent behavior, plan-
ning, or distinguishing distinctive states sharing a same view.

By considering only the views associated with the initial and final distinctive states
of a schema, we defined tI8SH view grapltsection 4.2.2, page 24), which relates differ-
ent views by actions linking them. When the agent can discern most distinctive states by
their views, the view graph can be used for planning routes between different distinctive
states. The view graph representation is consistent with human navigation alVisikst
and Gillner, 2000, Steck and Mallot, 2000

By considering actions as well as views, the agent can further distinguish distinc-
tive states. Two distinctive stategs andds’, are distinguishable, if there is a sequence
of actions that when executed & renders a different sequence of views than when it is
executed atls’. “Spatial properties” are not associated with actions when used to distin-
guish distinctive states. This may prevent the agent from differentiating distinctive states
that correspond to different environment states. In the next chapter we show how action’s
“spatial properties” can be used to create a different ontology from the causal one - that of
placesandpaths which in turn can be used to further differentiate distinctive states.

In section 4.2.3 (page 26) we defined the predieatewhich is the case for dis-
tinctive states that are not distinguishable by actions and views. We investigated whether
the axioms definingeq (the CEQ_block) were necessary and stated conditions under
which they can be simplified (see appendix E, Page 229). We then defin8&kheausal
graph whose nodes are classes of distinctive states (classesag).t This representa-
tion is akin to the view graph although it imposes further refinement in the set of en-
vironment states that are consistent with the agent experiences. The problem of iden-
tifying the minimum set of distinctive states consistent with the agent’s experiences is
equivalent to the one of identifying the minimum automata consistent with a set of in-
put/output pairs. This problem turns out to be NP-complete when no special properties
about the actions, views, or the environment are assumadluin, 1978, Gold, 1978,
Basyeet al., 1999.

Finally, in section 4.4 we defined a logic program whose answer sets are in an one
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to one correspondence with the models of the SSH causal theory. In appendix F we present
a proof of this claim.
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Chapter 5

Topological Level

Relations among the distinctive states and trajectories defined by the control level, and
among their summaries as schemas at the causal level, are effectively described by the
topological network. At the SSH topological level the ontology consistglades, paths
andregions with connectivity and containment relations among them.

Roughly speaking, placecorresponds to a set of distinctive states linked by turn
with no travel actions. Similarly, path corresponds to a set of distinctive states linked by
travel with no turn actions (except fourn aroundactions). Places and paths are created
by abduction positing the minimal set of places, paths, and regions required to explain the
available observations (i.e. a set of schemas).

Grouping places inteegionsallows an agent to reason efficiently about its spatial
knowledge. Regions themselves can be grouped to form new regions. In chapter 8, we will
study how to formally include this hierarchy of regions in the SSH. In the next chapter we
defineboundary regionsssociated with paths. Informally, a path has associated three dis-
joint regions: the set of places in the path, the set of places to the left of the path, and the set
of places to the right of the path. Boundary regions allow the agent to distinguish distinctive
states, for two distinctive states can be considered different if they are in different boundary
regions (see example 23, page 84).

The construction of the topological map is usually described as an abduction pro-
cesdKuipers and Byun, 1988, Kuipers and Byun, 1991, Kuigra., 1993, Kuipers, 1996,
Kuipers, 2000. This abduction process is defined in procedural terms inspired by the cur-
rent implementation of the SSH. In this chapter we define the circumscriptive theory asso-
ciated with the SSH topological level. The models associated with this theory define the
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preferred model$o be constructed by the SSH abduction process.

We will present two versions of the SSH topological theory. In the first version
(section 5.1) we make the assumption that paths cannot be self intersecting nor two differ-
ent paths can converge to a same distinctive state (see figure 5.1). In the second version
(section 5.5), a general topological theory makes these assumptions defeasible and embod-
ies the default that “normally, self-intersecting or convergent paths do not exist”. While
the later theory is more general, it is harder to calculate the consequences of its different
defaults. However, both theories are related in that any map with respect to the simpler
theory is a map with respect to the general theory.

—

Figure 5.1:(a) Self intersecting paths. (b) Convergent paths.

a

This chapter is organized as follows. Section 5.1 formally defines the models asso-
ciated with the SSH topological map. Section 5.3 illustrates the case when the topological
map is not unique. In section 5.4 we show how to simplify the theory under the assumption
that views uniquely identify distinctive states. We present the general SSH topological the-
ory in section 5.5. An algorithm to calculate the models of the topological theory is defined
in section 5.6. Proofs for the different claims made in this chapter are presented in appendix
B (page 214).

5.1 The SSH Topological Theory

As in chapter 4, we assume that the agent’'s experiences in the environment are given by
a formula E (see section 4.2, page 21). We are to define the SSH topological theory,
TT(E), associated wittE. The language of this theory is a sorted language with sorts
for places pathsandpath directions The main purpose of the topological thed@{'(E)

is to minimize the set of topological paths and topological places consistent with the given
experiencedr.

Within the sort of places, we distinguish betweepological placesandregions
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A topological place is a set of distinctive states linked by turn actions. A region is a set of
places. We use the predicatpsth andis_regionto identify these subsorts. A path defines

an order relation among places connected by travel with no turn actions. They play the role
of streets in a city layout. Among pathspological pathsorrespond to those paths whose
places are topological places. We use the preditizdéh to identify these paths. Other
paths could exists whose places are regions. We use the prediogdo identify these
paths.

The distinctions between topological places and regions and between topological
paths and routes will allow the agent to learn from its own experiences as well as from
given information. For example, the agent could learn about places and paths by being told,
or by “reading” a map. Our focus in this chapter is on describing the map learned from
actual experiences. We postpone the study of regions until chapters 6 and 8.

We require the sorts gblaces and paths to be infinite. This is not to say that
the SSH topological map has infinite numberpdices or paths. As explained in sec-
tion 5.3 (page 59), given a model of our theory, the SSH topological map corresponds to
the submodel obtained by restricting the different predicatéspological placesregions
topological pathsandroutes Sincetopological placesre identified with set of distinctive
states andopological pathsare identified with sequences of distinctive states, the topolog-
ical map associated with a finite set of schemas (and so a finite set of distinctive states) has
a finite number otopological placesandtopological paths Our requirement of infinite
places andpaths allow us to compare any two models of the theory. Example 22 (page 67)
illustrates the use of this requirement.

A path has associated two directioqmsandneg A path direction provides a
frame of reference to establish the order in which places in a path are arranged or whether a
place is to the right or left of the path (see boundary regions in chapter 6). The sort of path
directions is completely defined Ippsandneg?

pos # neg , (5.1)
Vdir {dir = posV dir = neg} . (5.2)

The language of the SSH topological level includes the following prediéates:

1. teq(ds,ds") distinctive statedls andds’ aretopologicallyindistinguishable.

1See proof in appendix B, theorem B, page 216.
2For a directiondir, —dir is defined such thatpos = neg and—neg = pos.
3Later we will make precise the informal meaning of these predicates.
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2. tplace(p): placep is atopologicalplace.
3. is_region(r): placer is aregion

4. tpath(pa): pathpa is atopologicalpath.
5. route(pa) pathpa is aroute

6. on(pa,p) placep is onpathpa.

7. order(pa,dir,p,q): placep is beforeplaceq, when facing directiowlir on pathpa.

8. at(ds,p): distinctive statals is atplacep.

9. along(ds,pa,dir) distinctive statals is alongpathpa in directiondir.

The SSH topological theory associated WHhTT(E), is the following nested ab-

normality theory (NATs] Lifschitz, 1999 (see appendix C, page 21%9:

TT(E) =
there exist in finitely many places ,
there exist in finitely many paths ,
—3p [tplace(p) A is_region(p)],
—3pa [tpath(pa) A route(pa)] ,
Azioms 5.1 — 5.2,
COMPLETION(E),
Azioms 4.1 — 4.11,

(ds,a,ds"y A (ds,a,ds") — ds' = ds", (Aziom 4.22)

T block

{ min is_region, min route :
AT _block

¥

Axiom 5.4 says that topological places and regions are two subsorts of places. Sim-
ilarly, axiom 5.5 says that topological paths and routes are two subsorts of paths. The
minimization criteria establishes that we are interested in models where the universe of

(5.3)

(5.4)
(5.5)

these subsorts are as small as possible in order to ex@ldturther requirements on paths

“A block of the form{C,...,Cn, min Py,...,min P, : Ai,..., Ay} denotes the set of blocks

{01,...,Cn, min Py : Al,...,Am},...,{01,...,Cn, minPk: Al,...,Am}.

The condition that the sorts of places and paths are infinite can be formalized requiring the existence of a

bijection between these sorts and the natural numbers.
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and places will be given by the blo&T_ block In particular, since in this chapter we do
not define axioms using regions or roufeg, is the case that the following two default
conclusions follow froni"T'( E):

Vp —is_region(p) , Vpa —route(pa) .

Thatis, in this chapter all places and paths we deal with are topological places and topolog-
ical paths respectively.

The blockT _block defines the properties of the predlcatteﬁn travel andtravel.
turn is the equivalence closure of the scherhagurn, -); travel andtravel are the equiv-
alence and transitive closure of the scherhagravel, -) respectively.

T block = (5.6)
{ min turn, min tr?z;el,min travel :
(ds, turn, ds') — turn(ds, ds'),
(ds, travel, ds') — travel(ds,ds’) A travel(ds, ds'),

turn(ds, ds),
turn(ds, ds') — turn(ds’, ds),
turn(ds, ds') A turn(ds', ds") — turn(ds, ds"),

tr?z;el(ds, ds),
travel(ds, ds') — travel(ds',ds),
travel(ds, ds') A travel(ds', dr) — travel(ds, dr),

travel(ds, ds') A travel(ds',ds") — travel(ds,ds")
}

The block AT _block is the heart of our theory. It defines how the agent groups
distinctive states int@laces and howplacesare ordered byaths The purpose of this
block is to define the extent of the predicateath tplace at, along order, onandteq The
block has associated the circumscription pdlicy

circ tpath = tplace var SSprred

®The predicatess_region androute do not occur inAT_block In chapters 6 and 8 we will add axioms to
AT_blockincluding these predicates.

"The symbols- indicates prioritized circumscription (sékifschitz, 1994 section 7.2, also appendix C,
page 219).
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where SSH] pred stands for the tuple of predicates
(at, along, order, on, teq, turn_eq, travel_eq, ). This circumscription policy
states that a minimum set of topological paths is preferred to a minimum set of topological
places. The blockT _block is defined as follows: 10

AT block = (5.7)
{ maz teq :
teq is an equivalence relation , (5.8)
teq(ds1,dss) — View(ds1,v) = View(dss,v), (5.9
teq(ds1,dss) A (ds1,a,dsy ) A (dss,a,dsy ) — teq(ds’, dss) (5.10)
teq(ds1,dss) — Vp[at(dsy,p) = at(ds2,p)] A (5.11)
Vpa, dir [along(dsi, pa, dir) = along(dss, pa, dir))
(ds, Turn,ds'y — —teq(ds,ds') , (5.12)
(ds, turnAround, ds') A (ds, turnAround, ds") — teq(ds’,ds") , (5.13)
(ds1,turnAround, dss ) A {dss2, turnAround, dss ) — teq(dsy,dss) , (5.14)
at(ds,p) — tplace(p), (5.15)
Apat(ds,p), (5.16)
turn_eq(dsy,ds2) = Vp[at(ds1, p) = at(dss2,p)], (5.17)
{min turn_eq : (5.18)

teq(dsy, dss) A teq(dss, dss) A turn(dss, dss) — turn_eq(dsy, dss),
turn_eq(dsy, ds2) A turn_eq(dss, dss) — turn_eq(ds1, dss)

}
along(ds, pa, dir) — tpath(pa), (5.19)
{ min along : (5.20)

8The predicatesravel_eq and turn_eq are “auxiliary” predicates used in our topological theory. Al-
though they are completely defined in termg@f, turn andtr@v\el, they need to vary in the circumscription
policy. In order to see why this is the case consider the statend&h&C' [(Q — F) A P = Q; F; Q] and
CIRC[(Q — F) AP = Q; F;Q, P]. Inboth caseg" is circumscribed given the theof@ — F)AP = Q.
Notice thatP is completely defined in terms @}. However, it is the case that

CIRC(Q—=F)AP=Q@Q;F;Q|=[P=Q=F],
CIRC[(Q@Q—=F)ANP=Q;F;Q,P|=[P=Q=F = false] .
Although P is defined in terms o), it is necessary to vary both in order to make a stronger assertion about the
minimality of F'.

®Figure 5.2, page 43, summarizes the dependencies among the predicates definetiThyie:.
105ee page 224 for NAT’s notation.
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(ds,travel,ds') — pa, dir [along(ds, pa, dir) A along(ds', pa, dir)], (5.21)

(ds, turnAround, ds') — along(ds, pa, dir) = along(ds', pa, —dir), (5.22)
teq(ds1,ds2) — along(dsy, pa,dir) = along(dss, pa, dir) (5.23)
}
along(ds, pa, dir) A along(ds,pal,dirl) — pa = pal A dir = dirl, (5.24)

at(ds1,p) Aat(dsa, p) Aalong(dsi, pa, dir) Aalong(dss, pa, dir) — teq(dsy, ds2)(5.25)

[(ds,turn_desc,ds') A turn_desc # turnAround A (5.26)
along(ds, pa, dir) A along(ds', pal, dirl)] — pa # pal,

{ min order : (5.27)
[(ds,travel,ds’) A at(ds,p) A at(ds', q)A (5.28)
along(ds, pa, dir) A along(ds', pa, dir)] — order(pa, dir, p, q),
order(pa, pos, p, q) = order(pa,neg, q,p), (5.29)
order(pa, dir, p, q) A order(pa, dir,q,r) — order(pa, dir,p,r) (5.30)
}
—order(pa, dir, p, p), (5.31)
{min on : at(ds,p) A along(ds, pa,dir) — on(pa,p) } (5.32)
on(pa, p) A on(pa, q) A tpath(pa) — (5.33)

Adsy, diry, dss, dire [at(dsy, p) A along(dsy, pa,diry) A at(dsz, q)A
along(dsz, pa, dirs) A travel_eq(dsy, ds2)],

{min travel_eq: (5.34)
trE;el(dsl, dsa) — travel_eq(dsy,dss), (5.35)
(ds1,turnAround,dss ) — travel_eq(ds1,dss2) A travel_eq(dss2,ds;) (5.36)

teq(dsy,dss) A teq(dss,dss) A travel_eq(dss,ds3) — travel_eq(dsy, dss),
travel_eq(ds1, dss) A travel_eq(dss, ds3) — travel_eq(dsy, dss)

}

circ tpath = tplace var SSprred (5.37)

}

We discuss these axioms in turn.

Predicateteq stands fortopologically equal Wheneverteq(dsy, dsz) is the case,
we can consideds; andds, as denoting the same environment statetedf{dsy, dss) is
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teq(ds,ds’)

/ {7: AT=block} \

tplace(p) on(pa,p) order(pa,dir,p,q) tpath(pa)

A 32,33} {27}
\ {20, 24-26}

{
at(di,p along(ds,pa,dir)

{15}

{16,17} 23

turn_eq(ds,ds’) travel eq(ds,ds’)

31 34}
turn(ds,ds’) “travel(ds,ds’)
{6} {6}
<ds,turn,ds’> <ds,travel,ds’>

Figure 5.2: Dependency among predicates?ii’(E). Labels on the graph’s arrows refer to the axioms
relating the predicates pointed by the arrows.

Distinctive states related by turns modukg (turn_eq) must beat the same topological placép{ace). Dis-
tinctive states related by travels modiiby (travel_eq) arealong the same topological patipaths). Know-

ing at which places and along which paths distinctive state are, determines what plagesvaed paths. The
order of places on a path is derived from travels among distinctive states along a path.

Since the extents dfravel_eq andturn_eq must be defined in order to determine places and paths, one needs
to know what distinctive states ateq. The arrows pointing téeq on the top of the diagram indicate that
among the possible interpretations tey, the preferred models of the theory select those that lead to a map
where a minimum set of paths and places are needed to explain the schemas at the bottom of the diagram. An
efficient search algorithm can be defined (section 5.6, page 71) to explore the spagpadsibilities given a

set of schemas.
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the caseds; anddsy cannot be distinguished by views and actions (axioms 5.9 and 5.10),
they are at the same place and along the same path diréttion.

Axiom 5.12 states that aurn action takes the agent from one distinctive state to
a different one. In particular we assume that a schema of the f@sp¥ urn, ds) is not
included in the agent’s experiences. Axiom 5.13 states that there is a unique (magulo
distinctive state resulting from performing a turn around action. After two turn around ac-
tions the agent is back to the same dstate (Axiom 5.14). Turn around actions are special
since they link distinctive states along the same path but in opposite directions (axiom 5.22).

Axioms 5.16-5.17 state how the agent groups distinctive states into places. Every
distinctive state is at a unique topological place (axiom 5.16). Whenever thetagent
it stays at the same topological place (axiom 5.17). Distinctive states grouped into a topo-
logical place should beurn connected (moduléeg) (axiom 5.17)%2

Travelactions among distinctive states are abstracted to topological paths connect-
ing the places associated with such distinctive states (axioms 5.21 and 5.28). Travel ax-
ioms are explained in terms of the two related predicatks;g andorder. Both of these
predicates are the minimum ones explaining travel actions and satisfying other properties
included in their respective blocks 5.20 and 5.27.

Block 5.20 defines the predica#ong. Whenever an agentirns around it stays
in the same path but facing the opposite path’s direction (axiom 5.22). Axiom 5.23 is a
trivial consequence of the definition &g but it needs to be included in the block so that
the interpretation ofilong has tuples other than the ones explicitly derived from schemas
(see example 10, page 49).

There are further restrictions on the propertiealofhg. For instance, a distinctive
state is along at most one path (axiom 5.24). Since axiom 5.24 provides “negative” infor-
mation aboutzlong, it does not need to be included in block 5.20 (see proposition 4 in
[Lifschitz, 1994). Axiom 5.24 prevents the existence of different paths that converge to the
same distinctive state (see example 18, page 57). In section 5.5 we will make this axiom a
default.

it is possible that the maximization oéq in the AT _block implies thatteq is an equivalence relation
without explicitly requiring so. However at this point we do not have a proof for this claim.
12Block 5.18 states that the predicaie-n_eq corresponds to the relatignrn modulotegq.
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Turn actions other thaturnAroundchange the path the initial and final distinctive
states linked by the action are along (axiom 5.26). This axiom allows the agent to conclude
the existence of different paths once it turns right or left at a place (see Example 13, Page
51). This axiom prevents the existence of self-intersecting paths as illustrated in figure 5.1.
In section 5.5 we will make this axiom a default.

Block 5.27 defines the predicateder. In addition to explaining travel actions,
order defines an order among the places on a path satisfying the following two properties:
i) the order of places in a given path direction is the inverse of the order of places in the
other path direction (axiom 5.29), and ii), the order of places in a path is transitive (axiom
5.30).

There are further restrictions on the propertiesafer: i) the order of places in
a path should be non-reflexive (axiom 5.31), and ii) the agent has to have traveled among
the places on the same path (axiom 5.33). Since these requirements provide “negative” in-
formation aboubrder, they do not need to be included in block 5.27 (see proposition 4 in
[Lifschitz, 1994). Notice that we rule out the existence of circular paths (axiom 5.31). In
section 5.5 we will make this axiom a default.

Axiom 5.33 requires the agent to have traveled among the places on a same path.
travel_eq defines when two distinctive states are linked by travel actions without turns
(except forT'urn Around actions) (see block 5.34). Example 14 illustrates how by using
travel_eq the agent can minimize the set of topological paths.

The SSH topological theor§'T'(E) describes those placeglaces, and paths,
tpaths, that capture the intended meaningofn andtravel actions. This is done in such
a way that a minimum number of topological places and topological paths are identified.
The blockAT _block formally states this minimality criterion. A minimum set of topologi-
cal paths is identified even at the cost of increasing the set of topological places. Figure 5.2
shows the dependency among the different predicatégiE).

Remark. Axiom 5.24 implies a stronger version of axioms 5.21 and 5.28, namely:

at(ds,p) A at(ds', q) A travel(ds, ds') —
Alpa, dir [order(pa,dir,p,q) A along(ds, pa, dir) A along(ds', pa, dir)] .

Using the above statement in combination with axiom 5.31 we deduce that whenever the
agent has directly traveled between two distinctive states, the places associated with these
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distinctive states are different:
tra_ifel(ds, ds') A at(ds,p) A at(ds',q) — p # q
The statement above can be rewritten as

Corollary 1
travel(ds,ds') — place(ds) # place(ds')

whereplace(ds) denotes the unique topological place that distinctive stais at (axiom
5.16).

Moreover, consecutive travels among distinctive states occur along the same topo-
logical path, as stated in the next corollary.
Corollary 2

n—1
/\ tra_{lel(dsi, dsit1) —

i=1

Alpa, dir |tpath(pa) A /\ {order(pa, dir, place(ds;), place(ds;+1)) A along(ds;, pa, dir)}

i=1

While the sorts ofplaces and paths for a modelM of TT(E) are infinite, the
interpretation ofpath andtplace is finite. Indeed,

Theorem 4 The topological map associated with a finite set of experieitésas a finite
number of topological paths and a finite number of topological places.

Proof. See appendix B, page 218.

Finally, it is important to note that our circumscription policy 5.37 and the fact that
the sort of paths and places is infinite implies the following f&ct:

Theorem 5 Any two models of the SSH topological theory have the same number of topo-
logical paths and the same number of topological places.

Proof. See appendix B (page 216).

However, theorem 5 does not mean that a unique map is associated with a set of
schemas. As shown in example 19 (page 59) the SSH topological theory could have more

BRecall that the interpretations fasath andtplace are finite.
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than one non-isomorphic model.

In order to prove that distinctive statéls; and ds, are at different topological
places, one has to prove thaturn_eq(dsy,ds2). The following theorem states a strong
condition for when this is case.

Theorem 6 Letds; be a distinctive state symbol such tHat
VdSQ € [dsl]@, [d82]teq N [dsl]/\ = (Z) .

turn

Then
Vdsz ¢ [ds1]—, place(dsz) # place(dsy) .

Proof. The hypothesis of the theorem impligdss ¢ [ds1]—, —turn_eq(dss,ds1) (see
appendix B, page 2171

{end of remark

The next examples illustrate the interplay among the axioms itnl&€k.

Example 8

0
So
00

Figure 5.3:Distinctive states, b andc cannot be distinguished at the causal level (see example 4, page 29).
Using the concepts of paths and places these distinctive states become distinguishable.

Consider the set of experiencéss in Example 4 (page 29), Figure 5.3. From ax-
iom 5.16 we conclude that there exist pladg®), and R, such thaut(a, P), at(b, Q) and
at(e, R). Since it is the case tham?;el(a, b), from corollary 1 we conclude tha # Q.
Similar arguments allow us to conclude tl§at¢ R and P # R. Consequently, the topo-
logical map associated with has three topological places. Distinctive statesndc can
be distinguished though they are “causally indistinguishable” eg(a, ¢) A —teq(a, ¢)).

Given an equivalence relatioR, [¢]r denotes the equivalence classeadiccording toR.
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From corollary 2 we deduce that there exist a topological patland directionDir
such thabrder(Pa, Dir, P,Q) andorder(Pa, Dir, @, R). Consequently, the topological
map has one topological path and three topological places.

{end of example

Only distinctive states linked by turn actions can be grouped into a topological place
(axiom 5.17). Under incomplete information this constraint could imply the existence of
more places than the ones needed.

Example 9

Consider the set of experiencesE indicated by the formulae:
(a,travel,b), (b,turnAround,c), (c,travel,d), in addition to the views associ-
ated with the distinctive states. Moreover, assume that views uniquely distinguish the
different distinctive states. The model fof (E)is presented in figure 5.4c. The model has
three places and one path. Not havinguan action relatingd anda prevents the agent
from grouping these distinctive states into the same place, as suggested in figure 5.4b. Next
we show why this is the case.

A'\Pa’ B A py B
e <P o0
d c PN Pa
// \\ C
@ (b) (c)
Figure 5.4: (a) Consider the set of experiences E  given by

(a,travel,b), (b,turnAround,c), (c,travel,d) corresponding to the agent navigating in a rect-
angle environment. The topological map associated Withas three places and one path (c) rather than two
places and one path (b). Distinctive staieendd cannot be grouped into the same topological place since they
are not linked by turn actions. Should the agent turn around and experience the g$ehéma Around,a ),

it will consider (b) as the topological map and disregard (c).

Since views uniquely distinguish distinctive states, thep(z,y) = = = y.2°
From the definition ofturn_eq (block 5.18), it follows then thaturn_eq = turn.
We can calculateturn as follows. The onlyturn action mentioned inE is the
one in schema(b, turnAround,c).  Consequently, from block 5.6 we deduce

5See section 5.4, page 60.
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turn(ds,ds') = [ds = ds' V {ds = bAds' = ¢} V{ds = ¢ Ads' = b}]. In par-
ticular, ~turn_eq(a, d). In virtue of axiom 5.17 we cannot conclude tlandd are at the
same topological place.

Notice that the model associated withhas three places and one path. The order
of places in the path is not total. Should the agent turn around and experience the schema
(d,turnAround, a ), the new set of experiences will have a model with two places and one
path as suggested in figure 5.4b.
{end of example

The next example shows the interplay betweenandalong as well as the effect
of maximizingtegq.

Example 10

e<L,b,_b’_9|_, c

Figure 5.5:The agent moves back and forth from one intersection to the other. The second time the agent
visits distinctive states andb, it gives the namea’ andd’. Our topological theory will conclude that these
names correspond to the previously visitedndb.

Consider the set of schemas

(a,turnRight, b) (b, travel, c) (c,turnAround, d)
(d,travel,e) (e,turnRight,a') (a',turnRight,b)

consistent with an agent going from one four-way intersection to another (see figure 5.5).
Let's consider the models of these schemas. From our axioms, at least one path and three
places must exist:

We know thatP # Q and@ # R. By havingteq(a,a'), we can complete the
model such thaP = R. The question rises of whether we can maxintize by asserting
teq(b,b'). If we did not include axiom 5.23 in th@long block (block 5.20), we could not
maketeq(b,b') since there is not tuple of the foraiong(b', e, ¢) (axiom 5.11). However,
by including this axiom in the block, we are allowed to have a model in whigtb, b') is
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Places Paths Along teq

P=ab Pa: b-c d-e along(b,Pa,dir) along(c,Pa,dir)~teq(a, b), —teq(c, d)
Q=cd along(d,Pa,-dir) along(e,Pa,-diry-teq(e, a’), —teg(a’, b")
R=ea\b’

the caseé® The maximization oteq will force the model to haveeq(b, v').
{end of example

Example 11

Consider an extension of the previous example by adding the sctiéneavel, ¢'). We
have the following situation:

Places Paths Along

P ={a,b} Pa: b-c{d-e} along(b,Pa,dir) along(c,Pa,dir)
Q={c,d} along(d,Pa,-dir) along(e,Pa,-dir)

R ={e,a\b?}

S={c'} Pal: b'-c’ along(b’,Pal,dirl) along(c’,Pal,dirl)

By makingteq(b,b') it is possible to havePa = Pal. Notice that in this case
one does not need to consider axiom 5.23 inside the along block (block 5.20). This is the
case since there are tuples of the farfang(b’, e, ¢) implied by the schemas. By making
teq(c,c'), one show that it is possible to hage= S and so a model with two places and
one path. It remains to see that by maximizieg, teq(a, a') will be the casé"’
{end of example

The next example illustrates how sometimes the maximizatiotegomight give
unexpected results.

Example 12

Consider the schem&ga, turnRight,b), (b, turnRight,c)} wherea, b andc have the
same view. From axiom 5.12teq(a, b) and—teq(b, ¢) are the case. Maximizintgq will

1%The problem is that a travel action has not been performédaatd so the schemas do not support a tuple
of the formalong(b', e, e).

without maximizingteq nothing forces us to identify anda’.
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imply teq(a, ).

One could argue that the maximization is doing the right thing since there is not
much one can deduce fromrnRight schemas alone. Either extra information (more
schemas) or metrical information is needed to distingui$tom c (if indeed they are dis-
tinguishable).

{end of example

By requiring the agent to have traveled among the places on a same path (axiom
5.33), different paths can be identified. The next example illustrates the case.

Example 13
A B
dsT ® a
ds3
pal
a2
[ds O P
asA c D
€) (b)

Figure 5.6:By requiring the agent to have traveled among the places on a same path (axiom 5.33), different
paths can be identified. (a) The agent visits the different distinctive states in thedeigdg2, .. ., ds6. (b)

depicts the topological map associated with (a). Three paths instead of only two are required to explain the
agent experiences (see text).

Suppose the agent explores the environment depicted in figure 5.6a obtaining the
following schemas:

(dsl,travel, ds2)
(ds2,turnRight,ds3) (ds3,travel,dsd)
(ds4,turnLeft,ds5)  (dsb,travel,ds6)

We assume that the agent associates different views with the different distinctive
states in the example. Axiom 5.16 implies that there exist pldces, C and D (see figure
5.6b) such that

at(dsl, A), at(ds2,B), at(ds3,B), at(ds4,C), at(dsb,C), at(ds6,D) .
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Moreover, corollary 1 implies that
A#B,B#C,C#D .

Under our assumption that all distinctive states in the example have different views, it fol-
lows then thatteq(ds;,dss) = ds; = dss and thusturn = turn_eq (see section 5.4).
Since—turn(dsl, ds3), =turn(dsl, d5) and—turn(ds2, ds6) are the case, it follows that

A#C, A#D, B#D .
Consequently, place4, B, C and D are all different.

Axiom 5.21 implies that there exist path®a, Pal, Pa2, and directions
dir, dirl, dir2, such that:

order(Pa,dir, A, B), along(dsl, Pa,dir), along(ds2,Pa,dir),
order(Pal,dirl, B,C), along(ds3,Pal,dirl), along(ds4,Pal,dirl),
order(Pa2,dir2,C, D), along(ds5, Pa2,dir2), along(ds6,Pa2,dir2) .

Since we have the schem@2, turnRight, ds3) and(ds4, turnLeft,ds5), axiom 5.26
implies that
Pa # Pal, Pal # Pa2 .

Sinceteq(ds1,ds2) = dsy = dsy and there is noturnAround schemas inE, then
travel = travel_eq. Consequently-travel(dsl, ds4) and—travel(dsl, ds5) are the case,
and in virtue of axiom 5.33 it follows that

Pa # Pa2 .

{end of example

Next we illustrate how the predicateavel_eq is used when defining topological
paths.

Example 14

Consider the environment in figure 5.7. Suppose the agent starts at distinctive atate
visits places A,B,C,D,E, and F as suggested by the arrows in the fi§j(ilee correspond-
ing set of experiences contains the formulaew(a, v, ), View(b, vy), (a,travel,b), etc..

18A capital letterL, denotes the topological place associated with distinctive state
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In addition, suppose that the views associated with the explored distinctive states are all
different. Once af, the agent travels td (though the agent does not know it), and adds

to the set of experiences the formuldéews(f, vs), View(a',v,), (f,travel,a'), where

a' is a distinctive state name not used before. Notice that we/lisstead ofa since the

agent does not know that it is backd¢oThe agent concludes that is backitdy deducing
thatteq(a, a’). Next we explain why this will be the case.

Figure 5.7:By identifying a anda’ one path containing places, A, andB is created. Notice that in this
case,ﬁt@l(f, b) andtravel_eq(f,b) hold. (see text)

We assume that in this environment the only distinctive states with wvjgare
a anda’. Since no action has been executed/atwe trivially satisfy axiom 5.10 when
declaringteq(a, a’'). By declaringat(a’, A), we can have one topological paftu such
thatorder(Pa, pos, F, A) andorder(Pa, pos, A, B). The model obtained this way will be
minimal since at least four paths are needed in a topological map of figure 5.7.

Notice thatﬂtr/a;el( f,b) holds. However, it is the case thatvel_eq(f, b), since
a anda’ are topologically indistinguishable (i.zq(a, a’)) (see block 5.34).
{end of example

Example 15

Consider the same T-environment exploration presented in example 6 (page 30) (see figure
5.8). When using only causal information, three possible models are associated with the
exploration. When using topological information, only one of these models is possible as
illustrated next.

The three causal models associated with T-environment are:
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1 ?—%—A {2,10} {4’120—0—¢} 3,11}

!

Figure 5.8: The agent visits the different distinctive states in the order suggested by their num-
bers. The same travel actiom! is performed when traveling from a corner to the intersection (i.e
(1,ml,2)) and viceversa (i.e{4,ml,5)). A turn around action is performed when reaching a corner (i.e.
(3,turnAround,4),(7,turnAround, 8 ), etc.). Assume that the different corners have the same views (i.e.
view(1) = view(4) = view(8), view(3)= view(7) = view(11)), and views associated with the other distinctive
states are different. Three different causal models can be associated with the agent exploration of this T-
environment but only one of them is consistent with topological information (see text).

1. Model 1:ceq(8,12), ceq(12,8), ceq(z, z).*°
2. Model 2:ceq(1,12), ceq(12,1), ceq(z, z).
3. Model 3:ceq(4,12), ceq(12,4), ceq(3,11), ceq(11, 3), ceq(2, 10), ceq(10, 2), ceq(z, ).

We are to show that only modglabove is consistent with topological information.
For this we show the following three facts: (i) any model must have at ¥egostths and
tplaces?? (i) there is a model witl2 tpaths and tplaces (this is the intended model), (iii)
a model of—teq(2, 10) must have at leasttplaces. This last statement implies that models
1 and2 above are not consistent with topological information.

From (1,travel,2) and(2,travel,3), corollary 2 implies that there exist a path
Pal and directiondir1 such that

along(1, Pal,dirl), along(2, Pal,dirl), along(3, Pal,dirl) .
Moreover, corollary 1 implies that
place(1) # place(2), place(2) # place(3), place(1) # place(3) .
From (3, turnAround,4), (4,travel,5), axiom 5.22 and corollary 2, it is the case that

along(4, Pal, —dirl), along(5, Pal, —dirl) .

19The extent oteq in model 1 is defined by (8, 12), (12,8)} U {(z,z) :x =1,...,12}.
2since there is not a turn action between dstdg$} and dstateg2, 9, 10}, these dstates are not at the
same topological place, as suggested by figure 5.8.
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Similarly, from (5, turnLeft,6), (6, travel,7), (7,turnAround,8), (8, travel,9) we
conclude that there exist a pafta2 and directiondir2 such thatPal # Pa2 (axiom 5.26)
and

place(5) # place(8), along(6, Pa2,dir2), along(7, Pa2,dir2),

along(8, Pa2, —dir2), along(9, Pa2, —dir2) .
From (9, turnRight,10), (10, travel,11), (11, turnAround, 12 ), there exist pattPa3
and directiondir3 such thatPa2 # Pa3 and
along(10, Pa3,dir3),along(11, Pa3, dir3), along(12, Pa3, —dir3) .

Theorem 6 allow us to conclude thduce(5) ¢ {place(1), place(2), place(3)}. The same
argument shows thatace(8) & {place(1), place(2), place(3), place(5)}. Consequently,
a miminal model of the theory must have at least two tpaths and five tplaces

Notice that in the intended model of the T-environmébil = Pa3, dirl = dir3,
teq(2,10), teq(3,11) andteq(4, 12). This model is indeed a model @f'( E) since at least
two topological paths and five topological places are needed to explaind consequently
any model must have two topological paths and five topological places (theorem 5).

If —teq(2,10) were the case, then theorem 6 allows to conclude ghate(9) ¢
{place(1), place(2), place(3), place(5), place(8)} and so the model will have at least six
tplaces. Consequenttyq(2, 10) has to be the case in a minimal model of the theory.
{end of example

Example 16
Consider an extension of the previous example where we have the additional schemas
(9,turnLeft,5"), (5 turnRight,9) .

In this case, the intended model Hasr places and two paths. Notice that now the agent
can conclude thailace(5) = place(2) by makingteq(5’,5) and soturn_eq(5,2). {end of
example

Our theory does not assume that paths intersect at most in one place. Consider the
next example.

Example 17
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Pal,dirl

N Paneg q

05l ... d9
& “Tush |dss

A Pa,pos 5 Pa,pos c

€ (b)

Figure 5.9: The environment in (a) illustrates a case where different paths intersect at more than one
place. Suppose the agent explores the environment by visiting the different distinctive states in the order
dsl,ds2,dsl,ds3,ds4,ds3,ds6,ds7,ds4,dsh,ds2. (b) depicts the topological map associated with this en-
vironment

Suppose the agent explores the environment depicted in figure 5.9 obtaining the following
schemas:

(dsl, turnAround, ds2)
(ds3,turnRight, ds4)
(ds6,turnLeft,dsT7)
(ds4,turnRight, dsb)

ds2,turnAround,dsl) (dsl,travel,ds3)
dsd,turnLeft, ds3) (ds3, travel, ds6)
ds7,travel, ds4)
dsb, travel, ds2)

o~ o~~~

We assume that views (which we omit) uniquely distinguish the different distinctive
states. From corollary 1 there exist the different pladeB, andC suggested in the figure.
In addition, corollary 2 implies the existence of a pa#a, and direction, sayos, such that

order(Pa,pos, A, B) , order(Pa,pos, B,C) order(Pa,pos, A,C) .

Moreover, from schema$(ds7, travel, ds4), (dsb,travel,ds2)} and axiom 5.21, there
exist pathsPal, Pa2, and directionsglirl, dir2, such that

order(Pal,dirl,C, B) A along(ds7, Pal,dirl) A along(ds4, Pal,dirl) ,

order(Pa2,dir2, B, A) A along(ds5, Pa2,dir2) A along(ds2, Pa2,dir2) .

Sincealong(ds6, Pa, pos), from axiom 5.26 and schem@s6, turnLeft, ds7)
we conclude that
Pa # Pal .

Since we are minimizing paths, by settii$2 = Pa A dir2 = neg, we obtain a minimal
model for E'. Notice that in this model, place8 andC' belong to two different path?a
andPal.
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{end of example

Remark. As the example above illustrates, in our theory it is the case that:

order(pa,dir,p,q) # 3ds {at(ds,p) A along(ds,pa,dir)} (5.38)
order(pa, dir,p, q) A order(pal,dirl,p,q) / {pa = pal Adir = dirl}  (5.39)

Formula 5.38 expresses the fact that the order of places along a given path’s direc-
tion can be stated even though it cannot be stated what direction (distinctive state) to take in
order to follow the path. This does not come as a surprise given axiom 5.29 which relates
the order of places on both directions of a given patMoreover, the block defininglong
(block 5.20, page 41) embodies the defautiong(ds, pa, dir).

Formula 5.39 comes as a surprise. It states that different paths can have the same
order of places. In particular, from the order of places one cannot derive the identity of the
path. This is the case since we have not assumed a “rectilinear” environment where paths
intersect at most in one place. Our circumscription policy however, embodies the “default”

order(pa, dir,p,q) A order(pal,dirl,p,q) — {pa = pal A dir = dirl} .

{end of remark

There are some patterns of experience in which our theory is not applicable. In
particular, axiom 5.24 rules out experiences where “known” different paths merge into the
same distinctive state. The following example illustrates the case.

Example 18

Consider the environment depicted in figure 5.10. Suppose the agent has experienced the
following schemas:

(b, travel, d) (d, turnAround, c)
(c,turnRight, e) (e, travel, a)
(a, turnAround, b)

From axiom 5.21 we know that exist patRa, Pal and directionslir, dirl such
that
along(b, Pa,dir) A along(d, Pa,dir) ,

ZFor a simple example of formula 5.38, consider the topological map associated with the schema
(a,travel,b).
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Figure 5.10:Distinctive state is along two different paths, which contradicts axiom 5.24. Experiences like
the one in the figure are handled by the SSH general topological theory described in section 5.5.

along(e, Pal,dirl) A along(a, Pal,dirl) .

Moreover, from axiom 5.22 it follows that
along(b, Pal, —dirl) .

From axiom 5.24 we conclude th&a = Pal. However, from schemé, turnRight, )
and axiom 5.26 we conclude thBt # Pal which is a contradiction.
{end of example

The previous example illustrates plausible patterns of experience that realistic envi-
ronments could generate. In section 5.5 we extend our theory to cope with convergent paths
like the ones in the previous example.

5.2 teq versusceq

It is worth noticing thatteq satisfies the same axioms inside H&Q_block.?> Conse-
guently, given an interpretation feeq it could be extended to at least one interpretation for
ceq. However, the converse it not true. Given an interpretatioredgiit does not necessar-
ily have a subset that defines an interpretationtégt For instance, in example 15 (page
53) only one of the three possible interpretationsctar admits a topological structure.

It is tempting to include an axiom likieq(dsy, dss) — ceq(dsy,ds2) in the defini-
tion of teq (the AT _block 5.7, page 41). However this will yield the wrong results siaag
is not varied in the block defining:q. In particular, theorem 5 will not be the case (will not
be a theorem!!), and model 2 in example 15 will admit a topological map with two tpaths
and six tplaces.

22Compare axioms 5.9-5.10 (page 41) in the definitionegfwith axiom 4.24-4.25 irceq’s definition (page
26.
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5.3 The SSH topological map

Given a minimal modelM of TT(E), the SSH topological map is defined by the extent in
M of tpath tplace along order, on, at andteq Notice that axioms 5.15 and 5.19 restrict
the domain ofat andalong to topological places and topological paths. The domain of
order is implicitly restricted to topological paths in virtue of block 5.27 and axiom 5.21.

While the sorts ofplaces and paths for a modelM of TT(E) are infinite, the
interpretation ofpath andtplaces is finite. Indeed,

Theorem 4The topological map associated with a finite set of experieitbas a
finite number of topological paths and a finite number of topological places.

Proof. See appendix B, page 218.

Since the positive and negative direction of a path are chosen arbitrarily (Axiom
5.21), there is not a unique minimal model f6Y°(E). Given any modelM of TT(E) one
could define another modall’ of TT'(E) by choosing a patlpa in M and reversing the
roles of the directiongos andneg for pa:

e order™'(Pa,pos, A, B) wheneveiorder™ (Pa, neg, A, B).23
e order™'(Pa,neg, A, B) wheneveorder™ (Pa, pos, A, B).

e along™’(ds, Pa, pos) whenevenlong™ (ds, Pa, neg).

e along™’(ds, Pa,neg) wheneverlong™ (ds, Pa, pos).

e M' andM are equal otherwise.

We will consider these “up to path direction isomorphic” models to be the same.
However, it is still the case that the thedR{f’( E') has minimal models that are not isomor-
phic up to path direction. In general, when distinctive states look alike (i.e. have the same
view), the agent’s experiences might not be enough to distinguish them. The next example
illustrates this case.

Example 19

Border™’ (Pa,pos, A, B) stands for the tupléPa, pos, A, B) belonging to the interpretation of-der in
the modelM/’.
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Figure 5.11:(a) The agent goes around the block visiting pladeB,. . ., F,C in the order suggested in the
figure. Intersection® andC' look alike to the agent. (b) and (c) represent two possible representations for the
environment in (a). Topological information is not enough to decide whether the agent is haak @.

Assume that the agent visits placésB,C,D,E,F,C in the order suggested in figure 5.11.

We do not include the corresponding set of schemas, but we assume that intersections look
alike, and turn actions were executed at plabesE and F'. As view information is not
enough to distinguish intersections, plad@sand C look alike. Given this information,

the agent is not able to decide whether it is bacBtor C and consequently two minimal
models can be associated with the set of experiences in this environment (figures 5.11b,c).

Notice that if the agent accumulates more information, by turnin@ ahd travel-
ing to D, then it can deduce that the topology of the environment is the one in figure 5.11b.
This is the case since the views@andD are different*
{end of example

5.4 What if Views uniquely identify distinctive states

Our theory explicitly handles “perceptual aliasing” by introducing the preditate This
predicate plays the role of “equality”, and so we explicitly have to handle the “replacement”
propertiesteq satisfies (see axioms 5.18, 5.23, 5.34).

It is possible to somewhat simplify our theory when views uniquely identify dis-
tinctive states. Under this hypothesis, we replace axiom 4.13 (page 22) by the following

Z4Metrical information can be used to deduce the correct topology. See example 25 (page 100).
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axiom:
View(dsi, V) A View(dss, V) — ds; = dss (5.40)

In virtue of axioms 4.24 and 5.%eq C= andteq C=, and beingceq andteq
equivalence relations we conclude that they can be replaced by equality. The faegthat
andteq reduce to= is expected since all that is required to identify a distinctive state is its
view.

By replacingteq by =, block 5.18 can be rewritten as:
{ min turn_eq :
turn(dss, dss) A teq(ds1, dss) A teq(dss, dss) — turn_eq(dsy, dss)
turn_eq(dsy, ds2) A turn_eq(dss, dss) — turn_eq(dsi, dss)

}
{ min turn_eq:
tﬂr\n(ds’g, ds3) ANdsy = dsa A dsz = dss — turn_eq(ds1, dss)
turn_eq(dsy, dsz) A turn_eq(dsz, dss) — turn_eq(dsi, dss)
}
{ min turn_eq :
turn(dsy, dsy) — turn_eq(dsy, ds;)
turn_eq(dsy, dsz) A turn_eq(dsz, dss) — turn_eq(dsi, dss)
}

turn = turn_eq

where the last equality follows from the fact thatrn is transitive, andturn_eq is the
minimum transitive predicate containingrn. Consequently, we do not need the predicate
turn_eq in our formalization.

As for travel_eq we can do some simplifications:

{ min travel_eq :
trael(dsl, dsy) — travel_eq(dsy,dss),
(dsy, TurnAround,dss ) — travel_eq(dsy,dsz2) A travel_eq(dsz, dsy)
teq(dsy,ds2) A teq(dss,dss) N travel_eq(dss,dss) — travel_eq(dsy, dss),
travel_eq(dsy, dss) A travel_eq(dss,dss) — travel_eq(dsy, dss)
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}

{ min travel_eq :
trael(dsl, dsy) — travel_eq(dsy,dss),
(ds1, TurnAround,dss ) — travel_eq(dsy,dsz2) A travel_eq(dsz, dsy)
travel_eq(dsi,ds2) A travel_eq(dsz, dss) — travel_eq(dsy, dss)

}

Therefore, if views uniquely identify distinctive states] _block can be rewritten
as follows:

AT block =
{:
(ds,turn,ds’) — ds # ds’,
(ds, turnAround, ds') A {(ds, TurnAround, ds") — ds' = ds",
(ds1, turnAround, dss Y A (dsa, turnAround, dss ) — ds; = dss ,

at(ds,p) — tplace(p),
Alpat(ds, p),
t%(dsla d32) = Vp [a’t(dslap) = at(ds2ap)] )

along(ds, pa, dir) — tpath(pa),
{ min along :
(ds, travel,ds’ ) — Ipa, dir [along(ds, pa, dir) A along(ds', pa, dir)],
(ds, turnAround, ds') — along(ds, pa, dir) = along(ds', pa, —dir),
}
along(ds, pa, dir) A along(ds,pal,dirl) — pa = pal A dir = dirl,
at(dsy,p) A at(dsa,p) A along(dsy, pa, dir) A along(dss, pa, dir) — ds; = dsa,

[(ds, turn_desc,ds") A turn_desc # turnAroundA
along(ds, pa,dir) A along(ds', pal, dirl)] — pa # pal,

{ min order :
[(ds,travel,ds") A at(ds,p) A at(ds', q)A
along(ds, pa,dir) A along(ds', pa, dir)] — order(pa, dir,p, q),
order(pa, pos, p, q) = order(pa, neg, q, p),
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order(pa, dir, p,q) A order(pa, dir,q,r) — order(pa, dir, p,r)

}

—order (pa, dir, p, p),

{min on : at(ds,p) A along(ds, pa,dir) — on(pa,p) }
on(pa, p) A on(pa, q) A tpath(pa) —
3dsy, diry, dsa, dirs [at(ds1,p) A along(dsy, pa, diry) A at(dsz, ¢)A
along(dss, pa, dirs) A travel_eq(dsy, ds2)],
{min travel_eq:
tr/a;el(dsl, ds2) — travel_eq(dsy,ds2),
(dsi1,turnAround, dss ) — travel_eq(ds1, dss) A travel_eq(dsz2,ds;)
travel_eq(ds1,ds2) A travel_eq(dsz, dss) — travel_eq(ds1, dss)

}

circ tpath = tplace var at, along, order, on, travel_eq

5.5 Coping with self intersecting paths

The topological theory presented in the previous sections is adequate for representing en-
vironments where “complex” paths configurations do not occur. In particular, we assume
that self-intersecting and convergent paths do not exist. In this section we extend our the-
ory to deal with these types of paths (see figure 5.12). Convergent paths are the standard
counterexample for our axiom stating that distinctive states are along a unique path (axiom
5.24). Self-intersecting paths are the standard counterexample for the axioms stating that:
(a) turning changes the path (axiom 5.26), (b) at a place there is at most one distinctive
state along a path direction (axiom 5.25), and (c) the order of places in a path is not reflex-
ive (axiom 5.31). We will make the axioms above defeasible statements, and embody in
our theory the default that “normally, convergent or self-intersecting paths do not exists”.
Moreover, our changes are such that any map derived with the old theory is still a map for
the new one.
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Figure 5.12:(a) Self intersecting paths. (b) Convergent paths.

a

5.5.1 Converging paths

Converging paths are the standard counterexample for the axiom stating that distinctive
states are along a unique path (axiom 5.24). We replace

along(ds, pa, dir) A along(ds,pal,dirl) — pa = pal A dir = dirl,
by the block

{ min convergent_paths :
[along(ds, pa,dir) A along(ds, pal,dirl)
A—[pa = pal A dir = dirl]] — convergent_paths(pa, pal)

}

The block definingzonvergent_paths does not specify that we prefer models where such
paths do not exist (see section 5.5.4, page 68). For this, we need to inctude gent_paths
in our circumscription policy (see section 5.5.3).

5.5.2 Self-intersecting paths

Self-intersecting paths are the standard counterexample for the axioms stating that turning
changes the path (axiom 5.26), at a place there is at most one distinctive state along a path
direction (axiom 5.25), and the order of places in a path is not reflexive (axiom 5.31). We
replace

—order(pa, dir, p, p),
[(ds,turn_desc,ds') A turn_desc # turnAround A
along(ds, pa,dir) A along(ds', pal, dirl)] — pa # pal,
at(ds1,p) A at(dss2,p) A along(dsy, pa,dir) A along(dss, pa, dir) — teq(dsy,ds2),

by the block

{min sel f_intersecting :

order(pa, dir, p,p) — sel f_intersecting(pa) ,
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[(ds, turn_desc, ds') A turn_desc # TurnAround A along(ds, pa, dir)
Aalong(ds', pa, dirl)] — sel f_intersecting(pa) ,

[at(ds1, p) A at(dsz2,p) A along(dsy, pa, dir) A along(dss, pa, dir)
N—teq(dsy, ds2)] — sel f_intersecting(pa)

}

Like convergent paths, the block definingl f _intersecting does not specify that we pre-
fer models where such paths do not exist (see Section 5.5.4, page 68). For this, we need to
includesel f Zintersecting in our circumscription policy (see section 5.5.3).

5.5.3 New circumscription policy

While we have defined convergent and self-intersecting paths, we still need to formalize
that by default these kind of paths do not exist. This is accomplished by giving priority to
the minimization of these two predicates over any other predicate. The new circumscription
policy associated with our theory becomes

circ sel f iintersecting > convergent_paths > tpath > tplace var SS’Epred. (5.41)

The intuition behind the predicate’s order in the circumscription is as follows: clearly ax-
ioms 5.26 and 5.25 are about distinguishing paths, and so we need to misétfizéntersecting
even at the expense of having more topological p&ttisxample 20 illustrates why we give
priority to sel f _intersecting overconvergent_paths. As for the ordeconvergent_paths >
tpath - tplace, we want to guarantee that maps according to the old theory are still maps
according to the new theory. In this sense, the new theory is a “conservative” extension of
our previous theory, as stated in the following theorem:

Theorem 7 Any topological map with respect to our previous theory is a topological map
according to the new theory.

ZSNotice that axiom 5.25 can be rewritten as follows:

at(ds1,p) A at(dsz,p) A along(ds1, pa,dir) A along(ds2, pa,dir) — teq(ds1,ds2)
at(ds1,p) A at(dsz,p) A along(ds1, pa,dir) A along(dsz, pal,dir) A pa = pal — teq(ds1,ds2)
= at(ds1,p) A at(ds2,p) A along(ds1,pa,dir) A along(ds2,pal,dir) A —teq(ds1,ds2) — pa # pal

We beg the issue that axiom 5.31 is more about distinguishing places than it is about distinguishing paths. In
fact

—order(pa, dir,p,p) = = [order(pa,dir,p,q) A p = q] = [order(pa, dir,p,q) = p #q] .

At the very least we need to havel f_intersecting > tplace in the circumscription policy.
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In particular, the maps associated with examples 8 through 17 are still valid maps
for the new theory. Next we study some cases we could not handle before.

Example 20

Consider the same scenario of example 18 (see figure 5.13, below). Suppose the agent has
experienced the following schemas:

(b, travel, d) (d, turnAround, c)
(c,turnRight, e) (e, travel, a)
(a, turnAround, b)

Figure 5.13:Distinctive states is along two different paths. These two paths are declared convergent paths
in the model of our theory.

From axiom 5.21 we know that exist patRa, Pal and directionslir, dirl such
that
along(b, Pa,dir) A along(d, Pa, dir) ,

along(e, Pal, dirl) A along(a, Pal,dirl) .
Moreover, from axiom 5.22 it follows that
along(b, Pal, —dirl) .
We have two possible models for these schemas:

e Model 1. In this modelPa # Pal. Consequentlysel f _intersecting = false and
convergent_paths(Pa, Pal) are the case.

e Model 2. In this modelPa = Pal. Consequentlyself_intersecting(Pa) and
convergent_paths = false are the case.

We prefer model 1 over model 2 according to the circumscription policy §id
of examplé
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Figure 5.14:The environment in (a) can be described by two different topological maps. Either as a long
straight path and a curved path, or as a short straight path and a long curved path.

Example 21

Whenever convergent paths exist, the theory will have multiple models. Consider the set
§a, travel,b) (b, travel,d),
{a,turnLeft,c) (c,travel,b), (b, travel,d).
schemas will have the following two models, which differ in the paths they use to explain
the travel axioms:

of schemas (see figure 5.14 These

1. a-b-d, c-b
2. c-b-d, a-b

Notice that in both cases the shorter path will not include the tuple b-d. This comes from
the minimization ofalong. The minimization oftpath also plays a role, since otherwise
one could have a three paths mogaib, c-b, b-d.

Suppose one has the extra schef@aravel, e). In this case the models will be
extensions of the both above:
1. a-b-d-e, ¢c-b
2. c-b-d-e, a-b
{end of example
In order to compare any two possible maps, these maps must have a common sort
of places and paths. Since a map can be arbitrarily large, no finite domain can be adequate
and so we require the sorts of places and paths to be infinite. This requirement makes the

the circumscription policy 5.41 to behave as expected. Consider the following example (see
also theorem 5, page 46).

Example 22
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Consider the schem@, travel, b) wherea andb have the same view. The intended model
has one (topological) path and two (topological) places. One expects that the path is not
circular (self-intersecting), and so the existence of two places. However, without requiring
the existence of enough places, the following model is also possible:

places ={A}, tplace ={A}
paths ={Pa}, tpaths {Pa}

sel f _intersecting(Pa)

teq(a,b)

order(Pa,pos,A,A)
along(a,Pa,pos), along(b,Pa,pos)
at(a,A) at(b,A)

In this model, sel f _intersecting(Pa) has to be the case, since the universe of
places only have one place. Notice that when comparing two models according to the cir-
cumscription policy 5.41, the universe péiths andplaces in the models has to be the
same. One can vary the interpretationtpfth, tplace, and so on, bubot the universe of
paths andplaces. The model above is ruled out by requiring the universglaeées to have
enough places.

{end of example

5.5.4 Explicit definitions

It is worth noticing that the blocks definingnvergent_paths andsel f _intersecting can
be transformed into first order explicit definitions of these predicates. In effect, in virtue of
proposition 2 inLifschitz, 1994 we have that

convergent_paths(pa, pal) =
3ds, dir, dirl [along(ds, pa, dir) A along(ds,pal,dirl) A = [pa = pal A dir = dirl]] ,

sel f _intersecting(pa) =
dp, dir [order(pa, dir, p, p)]
V
Ads, ds’, dir, dirl [(ds, Turn_desc,ds') A Turn_desc # TurnAround
Aalong(ds, pa, dir) A along(ds', pa, dir1)]
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%
Ip, ds,ds’, dir [at(ds,p) A at(ds’, p)A
along(ds, pa,dir) A along(ds', pa, dir) A —teq(ds, ds')]

Instead of taking the above formulas as axioms, we prefer to define these predicates by
giving “qualifications” of what they are, and let the minimization take the effect that given
no additional information such qualification completely define the predicates. For instance,
metrical information could be used to determine whether a path is self intersecting. This
metrical qualification would be added to the block definkgf _intersecting. Had we

decided to take the above formula as the definitiogedf _intersecting we would need to
rewrite the corresponding definition.

Another advantage of using blocks to define predicates is when there is not an ex-
plicit formula defining the predicate. For instance consider the blocks defiiingy and
order (page 41).

5.5.5 General SSH topological theory

Given the changes discussed in the previous sectionsdThélock for the SSH general
topological theory is as follows:

AT block =
{ maz teq :
teq is an equivalence relation ,
teq(dsy, ds2) — View(dsy,v) = View(dss,v),
teq(dsy, dss) A (ds1,a,ds] ) A (dsa,a,dsy) — teq(dst, dsh),
teq(dsy,ds2) — Vp|at(dsi,p) = at(dsa,p)] A
Vpa, dir [along(dsy, pa, dir) = along(dss, pa, dir)] ,
(ds,turn,ds’) — —teq(ds,ds') ,
(ds,turnAround, ds’) A (ds, TurnAround, ds") — teq(ds',ds") ,
(dsy,turnAround, dss ) A (dsy, turnAround, dss ) — teq(dsy, dss) ,

at(ds,p) — tplace(p),
Alpat(ds, p),
turn_eq(ds, ds) = Vpat(dsy, p) = at(dsa, )],
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{min turn_eq :
teq(dsy,dss) A teq(dss, dss) A turn(dss, dss) — turn_eq(dsy, dss),
turn_eq(dsy,dss) N\ turn_eq(dss,dss) — turn_eq(dsy, dss)

}

along(ds, pa, dir) — tpath(pa),

{ min along :
(ds,travel,ds') — Ipa, dir [along(ds,pa,dir) A along(ds', pa, dir)],
(ds,turnAround,ds') — along(ds, pa, dir) = along(ds’, pa, —dir),
teq(dsy,ds2) — along(dsy, pa,dir) = along(dss, pa, dir)

}

{ min convergent_paths :
[along(ds, pa, dir) A along(ds, pal, dirl)
A= [pa = pal A dir = dirl]] — convergent_paths(pa, pal)
¥
{min self _intersecting :
order(pa, dir,p,p) — sel f intersecting(pa) ,
[(ds, Turn_desc,ds') A Turn_desc # TurnAround A along(ds, pa, dir)
A along(ds', pa, dirl)] — sel f _intersecting(pa) ,
[at(ds1,p) A at(dsa, p) A along(dsy, pa, dir) A along(dss, pa, dir)
A —teq(dsy,ds2)] — sel f_intersecting(pa)

{ min order :
[(ds,travel,ds") A at(ds,p) A at(ds', g)A
along(ds, pa, dir) A along(ds', pa,dir)] — order(pa, dir,p, q),

order(pa, pos,p,q) = order(pa, neg, q,p),
order(pa, dir,p, q) A order(pa,dir,q,r) — order(pa,dir,p,r)

}
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{min on : at(ds,p) A along(ds, pa,dir) — on(pa,p) }

on(pa,p) A on(pa, q) A tpath(pa) —
Adsy, diry, dsy, dire [at(ds1,p) A along(dsy, pa,diry) A at(dsz, q)A
along(dsa, pa, diry) A travel_eq(ds,dss)],
{min travel_eq :
travel(dsy, dss) — travel_eq(dsy, dss),
(ds1,turnAround, dss ) — travel_eq(ds1,ds2) A travel_eq(dss, ds;)
teq(dsy, ds2) A teq(dss,dss) N travel_eq(dss, dss) — travel_eq(dsy, dss),
travel_eq(dsy,ds2) A travel_eq(dsa, dss) — travel_eq(dsy, dss)

}

circ self_intersecting = convergent_paths ~ tpath = tplace var SSH})r@d

}

5.6 Calculating the models of TT(E)

It is possible to calculate the models’Bf'(E) by a logic program similar to the one used
for CT(E) (Section 4.4, Page 32). However, the number of grounding rules associated with
such a program turns out to be prohibited for practical applications.

Fortunately, an algorithm for calculating the modelsI4f(E) can be stated as a
“best first” search. The states of the search correspond to partial mod&IB(@).?° At
each step of the search a schefwa, a, ds’ ) has to be explained. Either the identitydf
can be proved or a search branch is created for every previously known distinctivésstate
that cannot be proven to be different fratsl.2” In the branch wherés; 4 45 is the case,

ds; t;éq ds', i # j are also assertéd. An additional brach is created whede’ t;éq ds’; are
asserted. This branch represents the possibilitydklas indeed different from previously
known dstates. The next state to explore is the one that is minimum according to the order
associated with the circumscription policy f&f'(E'). This algorithm is described in fig-

28/ partial model of 'T(E) is a model of'T (E'), for someE' C E.
Z'\We assume that at each state of the search, the identity of the schema’s contéxtifi.éds, a, ds' }) is
known.

2The notationds; ted dss states thatls; andds» are “equal” according to the equivalence relatien.
Recall thateq plays the role of equality in the theo®yT'(E).
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Find-Models (Schemas S)
{
S =sg,...,8, ; Sequence of schemas such that
5 result(s;) = context(s;y1)
;; pmodels-to-explore = ordered queue of partial models to explore.
;; models = list of total models for S.
pmodels-to-explore 9 ;
models =) ;
pmodel = create-new-pmodel(S);
insert(pmodel,pmodels-to-explore) ;
while pmodels-to-explore: () do
begin
pmodel = get-next-pmodel(pmodels-to-explore);
s = get-next-schema(pmodel);
Explain(pmodel,s) ;
if (inconsistent(pmodel) has-extensions(pmodel)) then skip;
else if total-model(pmodel) then insert(pmodel, models);
else insert(pmodel,pmodels-to-explore);
end
return models;

}

Figure 5.15: Best first search algorithm used to calculate the models of TT(E)The ordered queue
pmodels-to-exploreontainsconsistenpartial models (pmodels) to be expanded. At each step of the search, a
minimal partial model is picked and the next schema from its list of associated schemas is explained. A pmodel
has extensions when a branch has been created while explaining a schema. A pmtatal-imadelwhen it

has no more schemas to explain. Figure 9.18 defines how a pmodel explains a schema and when extensions are
created.
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Explain (pmodel, s)
{;; sisascheméds,a,ds’)
candidates £ };
branches = false;
if = known-result(pmodel,s)
then begin
candidates = possible-equal-dstates(pmodel,s);
if candidates# {}
then branches = create-possible-extensions(pmodel,s,candidates)
end
if — branches then Assert-schema (pmodel,s);
¥
Known-result(pmodel, s)
{;; sis aschemads,a,ds")
;; The notatiorvbj € pmodel indicates that objecibj is
;; known in the partial modetmodel.

returnds’ € pmodel V 3 ds* € pmodel [( ds*,a,ds™ ) € pmodel A ds* 9 gs)

}

Assert-schema (pmodel, s)

{;; sisascheméds,a,ds’). dsis known inpmodel
asserts € pmodel;
assertds’ € pmodel;
if = known-result(pmodel,s)
then Create places and paths needed to explain
else begin

pick ds"™ s.t. Ads* € pmodel [ds* 9 4s A (ds*,a,ds™) € pmodel} ;

,pmédel ds'™ -

asserls
end

Figure 5.16:Explaining a schema known-result(pmodel,s #ds, a,ds’ )) is the case when the equality
class fords’ can be deduced in the partial mogehodel. Possible-equal-dstates(cntxrgfurns dstates known
in pmodel, having the same view ak’ and that cannot be proven different frafe’ in pmodel. For each
ds" € candidates, create-possible-extensions(pmodel,s,candidate=tes an extension pinodel where
ds' ¥ ds" is the case. If some of these extensions are consistentctbate-possible-extensioatso creates
an extension wherés' is different from the dstates icandidates In this last case the function returifialse
otherwise it returngrue. If not extension is created, thens asserted ipmodel. This accounts to declats’

to be known irpmodel and create the places and paths that explaiccording to the axioms of the topological
theoryTT (E).
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ures 5.15 and 5.16° See section 9.4.2, page 152, for a discussion on the implementation
of this algorithm.

A search state is implemented by a partial mogehodel Branches in the search are represented by
creatingextensiongor the current search state (pmodel). Thatodel’ is an extension gfmodel implies that
pmodel’ inherits frompmodel all known objects and facts. Partial models are described in page 155.
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5.7 Summary

Actions performed by the agent are categorized at the SSH topological level into two
classes: turn and travel. Turn actions leave the agent at the same place. Travel actions
move the agent to a new place along a path. The SSH topological map is derived from
the agent’s experiences by creating the minimum set of paths and places explaining such
experiences. In this chapter we have made precise this minimality criterion by specifying
(via circumscription) the preferred models associated with the SSH topological level.

The concepts gbpath andplacecan be used to distinguish environment states that
are not distinguishable by actions and views alone. In addition, we have illustrated how
the agent’s topological map changes as the agent acquires more experiences in the environ-
ment. These changes are non-monotonic as the agent can conclude, for example, that two
previously believed different places are indeed the same (or vice versa).

It is possible that more than one topological map is consistent with the agent’s set
of experiences. In order to disambiguate the topological map, the agent must collect new
experiences or rely on other sources of information to disambiguate its map (for example,
metrical information or regions). It is also possible that there is no topological map consis-
tent with the agent’s experiences: this happens for example if the agent travels in a loop,
violating our assumption that paths are not self-intersecting. This is not to say that we as-
sume “rectilinear” environments where paths intersect at most in one place. As example 17
(page 55) shows, paths can intersect in more that one place. Another reason for not having
a topological map are patterns of experience in which known different paths merge into the
same distinctive state (i.e. convergent paths).

In section 5.5 we defined a general topological theory where self-intersecting and
convergent paths were included. The general theory extended the more restricted one in the
sense that a map according to the later is a map according to the former. The new theory
captures the intuition that by default paths are not self-intersercting or convergent.

Finally, in section 5.6 we stated the problem of finding the model#B{E) as
a “best first” search. In this search, the next state to explore is the one that is minimum
according to the order associated with the circumscription polic'fB(E). We defined
the main elements of this search and postponed further details to the implementation chapter
(section 9.4.2, page 152). The algorithm here described allows the agent to keep track
of different possible models (maps) as well as to recover from distinctive state equality
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assumptions that make a model inconsistent.
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Chapter 6

Boundary Regions

Topological paths play the role streetsin a city layout map. Streets are often used as a
reference for specifying the location of a given place: a place will be either on the given
street or in one of the “two sides” —left or right— of the street.

Mathematically, the concept of left and right of a SSH topological path is related

to the topological one of the interior and exterior of a curve. While not all curves have a
well defined interior and exterior (for example, consider a spiral, or a fractal curve), closed
not self-intersecting curves Jordan curves do have associated interior and exterior sets
[Beardon, 19702 Moreover, in order to go from the interior to the exterior (or vice versa)

of the curvey, one has to cross.® Our analogy of SSH topological paths and mathemati-

cal curves breaks down because in general the agent might be able to travel from one side
of the path to the other without crossing the path. This can happen because of the agent’s
inability to detect that it has crossed the path, or (more often) because paths are not long
enough to divide the environment into two regions (for example, consider a dead-end street).

In order to determine boundary relations -the location of a place with respect to a
path- we formally state the following heuristic. Suppose the agent is at an intersection on a
given path, and it then turns right. If the agent now travels, any place it finds while traveling
with no turns will be on the right of the starting path. While this heuristic draws the correct
conclusion in a rectilinear environment, it may draw incorrect conclusions when paths are
not straight. Consequently, we state our heuristic as a ‘defeasible” rule (default) so as not

1Except of course for the end points of the curve.

2When the curve is removed, the plane is divided into two disjoint connected sets.

3Given a curvey’ - a continuous function’ : [0,1] — R? - such that there exigt andt», v (t1) € interior
of v, 7' (t2) € exterior ofy, then there existandt' such thaty(t) = ' (t').
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to conclude a boundary relation when inconsistent sources of information exist. The next
example illustrates this case.

Figure 6.1:Different environments illustrating how our default to determine boundary relations work. In (a)
we conclude by default that place C is to the left of the path from A to B. In (b) we conclude nothing about the
location of place D with respect to this path. In (c) we conclude that place C is to the left of the path from A to
B. This is the case since there is no information to conclude otherwise.

In the environment of Figure 6.1a we will conclude by default that paceto the
left of the path fromA to B. We draw this conclusion since when the agent i &icing
in the direction ofB, it turns left and travels with no turns up to plaCe' The same argu-
ment in the case of the environment of Figure 6.1b will allow us to conclude by default that
placeD is to the left of the path fromd to B. In this case, we assume that the environment
“slowly” curves allowing the agent to keep traveling with no turns up to placklowever,
if later the agent turns right @ and travels with no turns t, by default we will conclude
that placeD is to the right of the path fromA to B. These two default conclusions contradict
each other and we solve this conflict by concluding nothing about the location ofplace
with respect to the path from to B. Finally, in the environment of Figure 6.1c, the agent
will conclude that place€ is to the left of the path frormi to B. This is the case since there
is no information to conclude otherwise.

In order to determine boundary relations -the location of a place with respect to
a path-,turnRightandturnLeft actions are used to define the relative orientation between
paths at a given place (Section 6.1), relations that are then used to infer whether a place is
on the left or the right of a given path (Section 6.2). The boundary relations inferred by an
agent may not be complete: the agent does not necessarily know the location of each place
with respect to each path. Nevertheless, the boundary relations inferred by the agent are
useful to distinguish places otherwise not distinguishable by the SSH topological map as
described so far (see Example 23, page 84).

“Travel with no turns indicates that the agent has kept traveling in a single path.
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6.1 Qualitative orientation of paths at a place

We extend the topological level in order to represent the relative orientation among paths

that intersect at a given place. We use the predicates
totheLe ftO f (p, pa, dir,pal,dirl) , totheRightO f(p,pa,dir,pal,dirl)

to represent the facts that (i)s aplaceon both pathspaandpal, and (ii), when the agent
is atplace pfacing on the directiorir of pa, after executing a turn left (right) action, the
agent will be facing on the directiadirl of pal(see Figure 6.2, Page 80).

The predicatesotheLe ftO f andtotheRightO f are derived from the actions per-
formed by the agent at a plaée:
{min totheRightO f, min totheLeftOf : (6.1)
[(ds, turnRight, dsl) A at(ds,p) A along(ds, pa,dir) A along(dsl, pal,dirl)]
— totheRightO f (p, pa, dir, pal, dirl),
[(ds,turnLeft,dsl) A at(ds,p) A along(ds, pa,dir) A along(dsl, pal, dirl)]
— totheLeftO f (p, pa, dir, pal, dirl).

6.2 Leftand Right of a path

A path has associated two regions: the places to the left of the path and the places to the

right of the pat We use the predicates
leftOf(pa,dir,lr) , rightO f(pa,dir,rr)

to denote thategionir (rr) is the left (right) region of patipa with respect to the path’s
directiondir. The properties of these predicate are as follows:

Mr {leftOf(pa,dir,lr)}, Irr{rightOf(pa,dir,rr)} (6.2)
leftOf(pa,dir,r) = rightO f (pa, —dir, r) (6.3)
{min is_region : (6.4)

LeftOf(pa, dir,lr) — is_region(lr)

}
leftOf(pa,dir,lr) A leftO f(pal, dirl,lr) — pa = pal (6.5)

®It is possible that the agent learns these relations by being told. In the presence of no other information,

the implications in block 6.1 become equivalences (proposition Rifschitz, 1994).

®Regions are set of places or regions. This way, regions form a containment hierarchy that allows the
agent to reason at different levels of detail about its spatial representation. In Chapter 8 we present a complete

formalization of regions in the context of the SSH.
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Axiom 6.2 states the existence and uniqueness of a path’s left/right regions. The domain
of leftOf is restricted by block 6.4 and axiom 6.5. Since left/right regions of a path inter-
change when changing the path direction (axiom 6.3), constraining the domiaifit6Xf
imposes similar constraints on the domain-ofhtOf.

We use the predicati _region(p,r) to indicate thatplace p is in regionr. The
domain ofin_regionis constrained by axiom 6.6. The propertiesiofregion are defined
in block 6.7. Using this predicate, we state that a path has associated three disjoint set of
places: the places on the path, and the places to the left/right of the path( Axioms 6.9 and
6.10)/ Boundary relations are derived according to axiom 6.11 and 6.12 (see Figure 6.2):

in_region(p,r) — is_region(r), (6.6)
{ min in_region : (6.7)
{ in_region : (6.8)
on(pa,p) AleftOf(pa,dir,lr) — —in_region(p, Ir), (6.9)
[leftOf(pa,dir,lr) A rightO f(pa,dir,rr) Ain_region(p,lr)] — —in_region(p,rr) {(6.10)
[totheRightO f (pl, pa, dir, pal, dirl) A order(pal, dirl, pl, p)A (6.11)
rightO f (pa, dir,rr) A ~Ab(pa, p)] = in_region(p,rr),
[totheLe ftO f (pl, pa, dir, dirl, pal) A order(pal, dirl, pl,p)A (6.12)
leftOf(pa,dir,lr) A —~Ab(pa,p)] — in_region(p,lr)
}
}
Pa, dir
Pal, dirl
p
pl

Figure 6.2:PathPalis to the right of pattPaat placepl. Placep is after placepl on pathpal By default,
we conclude that plageis to the right of pattpa.

"The symmetry betweete ftOf andrightOf defined by axiom 6.3 let us write our axioms in terms of
only one of these predicates. For example, notice that axioms 6.3 and 6.9 imply that

on(pa,p) A rightO f (pa,dir,rr) — —in_region(p,rr)
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The outer block 6.7 states that normally boundary relations are false. This is the
case since by default the agent does not know the location of a place with respect to a given
path. The inner block 6.8 states under what conditions the agent can derive a boundary
relation. For instance, according to axiom 6.11, if at plptepathpalis to the right of
pathpa, and placep is afterpl on pathpal, then normally it is the case thatis on the
right of pa (see Figure 6.2. The predicateAb inside block 6.8 is the standard “abnor-
mality” predicate used to represent defaults in circumscriptive thedfiésQarthy, 1980,
Lifschitz, 1994, see Appendix C, Page 219).

While block 6.7 defines the extent of the predicateregion, it does not express
our preference for models wheie_region is maximal. We need to includa_region in
our circumscription policy, as shown in the next section. In order to understand why this is
the case, assuméb = false inside block 6.8. Consequently, block 6.7 becomes

{ min in_region :
on(pa,p) AleftOf(pa,dir,lr) — —in_region(p,lir),
[leftOf(pa,dir,lr) ArightO f(pa,dir,rr) Ain_region(p,lr)] — —in_region(p,rr),
[totheRightO f (pl, pa, dir, pal, dirl) A order(pal, dirl, pl, p)A
rightO f (pa, dir, rr)] — in_region(p,rr),
[toTheLeftof (pl, pa,dir,dirl, pal) A order(pal,dirl, pl, p)A
leftOf(pa,dir,lr)] — in_region(p,lr)

}

This block can be further simplified as follows (see Propositions 2 andl4fachitz, 1994):

on(pa,p) AleftOf(pa,dir,lr) — —in_region(p,ir),
[leftOf(pa,dir,lr) A rightO f(pa,dir,rr) Ain_region(p,lr)] — —in_region(p,rr),
in_region(p,r)

Ipl, pa, dir, pal, dirl{
[totheRightO f (pl, pa, dir, pal, dirl) A order(pal, dirl, pl, p) A rightO f(pa, dir, )]
V
[toTheLeftof (pl,pa,dir,dirl,pal) A order(pal,dirl,pl, p) AleftO f(pa,dir,r)]

}.

Since block 6.7 “normally” is equivalent to the statements above, and so, it “normally”

8See appendix C, page 219, for a similar formalization of the standard example: objects normally do not
fly; birds normally do.

81



reduces to an explicit definition farn_region, block 6.7 does not express our preference
for models wherén_region is maximal, preference that has to be expressed elsewhere (see
next section?.

6.2.1 Adding boundary relations to the topological map

In order to use boundary relations when defining the SSH topological map, axioms 6.1-6.12
are included inside the blodkT _block (see Section 5.1, page 41), and the new circumscrip-
tion policy become¥

circ tpath = —in_region > tplace var newSSTHpred

wherenewSSH pred stands for the tuple of predicates

( at, along, order, on, teq, turn_eq, travel_eq,
totheRightOf, totheLeftOf, leftOf, right Of, is_region

).

The circumscription policy states that axioms 6.11 and 6.12 should be used to draw conclu-
sions even at the expense of having more places on the map. This is achieved by maximizing
in_region overtplace in the circumscription policy. Next we show the new theory.

AT block =
{ maz teq :
Axioms 6.1-6.12
teq is an equivalence relation ,
teq(dsy,dss) = View(ds,v) = View(dsz,v),
teq(dsy,dss) A (ds1,a,dsy ) A (dsa,a,dsy) — teq(dst, dss),
teq(ds1,dss) = Vplat(dsi,p) = at(dss, p)] A
Vpa, dir [along(ds1, pa, dir) = along(dsz, pa, dir)],
(ds,turn,ds’) — —teq(ds,ds') ,
(ds,turnAround, ds') A (ds, TurnAround,ds") — teq(ds',ds") ,
(ds1,turnAround,dss ) A (dsa2, turnAround, dss ) — teq(dsi,dss) ,

at(ds,p) — tplace(p),
dlpat(ds, p),

°Notice that the statements above are the ones characterizing boundary relations in “rectilinear”
environments.

1see circumscription notation in page 222.
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turn_eq(dsy,dss) = Vpat(dsi,p) = at(dsz,p)],

{min turn_eq:
teq(dsy,dss) A teq(dss, dss) A turn(dss, dss) — turn_eq(dsy, dss),
turn_eq(dsy, dss) A turn_eq(dss, dss) — turn_eq(dsy, ds3)

}

along(ds, pa, dir) — tpath(pa),

{ min along :
(ds,travel,ds') — Jpa, dir [along(ds, pa,dir) A along(ds', pa, dir)],
(ds,turnAround, ds') — along(ds, pa, dir) = along(ds', pa, —dir),
teq(ds1,ds2) — along(dsy, pa,dir) = along(dss, pa, dir)

}

along(ds, pa, dir) A along(ds,pal,dirl) — pa = pal A dir = dirl,

at(dsy,p) A at(dss,p) A along(dsy, pa,dir) A along(dsz, pa, dir) — teq(dsy, dss),

[(ds, turn_desc,ds') A turn_desc # turnAround A
along(ds, pa, dir) A along(ds', pal,dirl)] — pa # pal,

{ min order :
[(ds,travel,ds") A at(ds,p) A at(ds',q)A
along(ds, pa, dir) A along(ds', pa, dir)] — order(pa, dir, p, q),
order(pa, pos, p, q) = order(pa,neg, q,p),
order(pa, dir, p, q) A order(pa, dir, q,r) — order(pa, dir,p,r)

}

—order (pa, dir, p, p),
{min on : at(ds,p) A along(ds, pa,dir) — on(pa,p) }
on(pa,p) A on(pa, q) A tpath(pa) —
Adsy, diry, dss, dire [at(dsy, p) A along(dsy, pa, diry) A at(ds2, q)A
along(dsa, pa, dirs) A travel_eq(ds1, dss)],
{min travel_eq:
trE;el(dsl, dss) — travel_eq(dsy, dsz),
(dsy,turnAround, dss Y — travel_eq(ds, dss) A travel_eq(dss, dsy),
teq(ds1,ds2) A teq(dss, dss) A travel_eq(dss,ds3) — travel_eq(dsy,dss),
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travel_eq(ds1, dsz2) N travel_eq(dsz, dss) — travel_eq(dsy, dss)

}

circ tpath = —in_region > tplace var nengHpred

}

By maximizing the extent oin_region at the expense of having possibly more
places, boundary relations determine distinctions among environment states that could not
be derived from the connectivity of places alone. The next example illustrates the case.

Example 23

Consider an agent visiting the different corners of a square room in the order sug-
gested by figure 6.3a. In addition, suppose the agent’s sensory apparatus allows it to define
viewsby characterizing the direction of walls and open space. Accordingly, the agent expe-
riencesfour different views v1-v4 in this environment (see Figure 6.4).

The agent’s experiencek, in this environment are:

View(dsl,vl) View(ds2,v2) View(ds3,v1)
View(ds4,v2) View(dsb,vl)

(dsl,turnRight,ds2) (ds2,travel,ds3) (ds3,turnRight,ds4)
(ds4, travel, dsb)

P 1dsl
e S
Pa ldsa P Q

P=R

R QiQ Q R

s N

a b C

Figure 6.3:(a) The figure shows the sequence of actions followed by an agent while navigating a square room.
Starting at distinctive state ds1, distinctive states are visited in the order suggested by their number. Dashed
lines indicate Turn actions. Solid lines indicate Travel actions. (b) and (c) depict the resulting topological map
without and using boundary regions, respectively.



| View | Left | Ahead]| Right [ Behind |

vl wall | wall open | open
v2 wall | open | open | wall
v3 open| wall wall | open
v4 open| open | wall | wall

Figure 6.4:Definition of views v1-v4. Each view is characterized by the direction of walls and open space.

Suppose that the agent does not use boundary regions when building the topologi-
cal map. Then the minimal topological model associated &itias two pathg and two
places. In this modeteq(dsl, ds5) is the case. The environment looks perfectly symmet-
ric to the agent (Figure 6.3b).!!

Suppose now that the agent relies on boundary region®,I@tR, be the topolog-
ical places associated withl, d3 andd5 respectively. From Axiom 5.21, |&a, Pb, dir,
anddir, be such that

order(Pa,dir,, P,Q), along(ds2, Pa,dir,), along(ds3, Pa,dir,),

order(Pb,diry, Q, R), along(ds4, Pb,diry), along(ds5, Pb,diry) ,

are the case. From block 6.1 we conclude that
totheRightO f(Q, Pa,dir,, Pb,diry) .
In the proposed model, the extentiaf region is maximized by declaring
Ab = false
inside block 6.8 and consequently from axiom 6.11 we conclude
in_region(R, right(Pa, dir,))

whereright(Pa, dir,) denotes the right region da when facingdir,.'? Moreover, from
block 6.7 we deduce

in_region(p,r) = [p = R A r = right(Pa,dir,)] .
Finally, from axiom 6.9 we conclude

P#R

"Notice that from(ds3, turnRight, ds4) and axiom 5.26 we can deduce ttRd # Pb in figure 6.3b.
12axiom 6.2 guarantees that there exists a unique such region.
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sinceon(Pa, P) is the case. The resulting topological map is depicted in Figure 6.3c.
{end of example

Boundary relations are in general not enough to distinguish different environment
states. The example below illustrates the case.

Example 24

Consider the previous example, and suppose the agent continues the navigation by visiting
the distinctive stategs6 andds7 (see Figure 6.5).

P @gshgz Q

P=S Q
' O—0
Pa ds4 -
Pc Pb
Pc
T &R Q R
S ds5
b

a

Figure 6.5: The agent continues the exploration of the square room by travelinig#o Although ds7
anddsloccur at different environment states, the agent concludegdt@is1, ds7) and associates with this
environment the topological map depicted on (b).

The new set of experienc&swill be extended by including the following formulae:
View(ds6,v2) View(ds7,vl) (dsb,turnRight,ds6) (ds6,travel,ds7) .

Let S denote the topological place associated witi. A minimal topological model as-
sociated withE hasP = S andteq(ds7,ds1) (see Figure 6.5b). Notice that once the agent
turns right atds5 and travels tals7, it cannot deduce that it is still to the right of the path
connecting place® and(@.

{end of example

The problem above arises because the agent’s sensory capabilities are so impover-
ished that many distinctive states are indistinguishable (i.e. there is no view-action-view
sequence that distinguishes them). Even a slightly richer sensory system (e.g. including a
compass) would eliminate the problem in example 24, and make sensory aliasing much less
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common globally. The problem cannot be eliminated entirely through better sensors, since
some environment states may be genuinely indistinguishable by any given set of sensors.

How can the agent realize thds7 and dslin the previous example are indeed
different environment states?. This apparently easy problem turns out to be a hard one.
Next we summarize different approaches to solve this problem:

e The agent can gather more information as in Rehearsal procedurproposed in
[Kuipers and Byun, 1948 In order to disambiguate two distinctive states the agent
finds a sequence of actions and views that prove (or disprove) that the agent is at a
given distinctive state. Once that sequence is found, the agent performs the actions in
the sequence and checks whether it obtains the expected views. If some of the views
obtained during the navigation do not match the expected views, the agent concludes
that it was not at the hypothesized distinctive state. If all of the views match the ex-
pected views, the agent cannot conclude anything about its starting distinctive state.
This method has three drawbacks: (i) the disambiguating sequence may not exist (as
in Example 24), (ii) the method is partially conclusive, and (iii), it requires physical
navigation. While a partially conclusive method, richer sensors will increase the ef-
fectiveness of the rehearsal procedure.

The rehearsal procedure is closely related to the problem of generating counterexam-
ples that can distinguish states in a deterministic finite state automata. If such sources
of counterexamples exist and the agent has the ability to at will go to a given but
fixed state, then learning the smallest automaton (w.r.t. the number of states) con-
sistent with a given set of actions/output pairs can be done in polynomial ime

gluin, 1987. Without particular assumptions about the environment or the agent’s
perceptual abilities, the problem of finding this smallest automaton is NP-complete
([Angluin, 1978, Gold, 19718. The reader is referred {Basyeet al, 199 for an
example of how to use automata to model dynamical systems.

¢ In order to distinguish distinctive states one could “mark” the current state and then
attempt to disambiguate distinctive states as in the rehearsal pro¢&uuteket al.,
1991]. “Marking” the environment corresponds to associate a unique view with the
current environment state. This could be achieved by physically changing the envi-
ronment (as in leaving a “| was here” note) or finding a feature not observed in any
other state. Here is how this method work in the case of Example 24.
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Once atds7the agent wants to prove the hypothesid = ds7. Assuming that this
is the case, after leaving a marker in the current location, and executing the sequence
of actions

turnRight ; travel ; turnRight ; travel ; turnRight ; travel ,

the agent should be back&tl and recognize the marker it left there (see Figure 6.5).
In our example, after executing this sequence of actions the agent willds®anhd

will not find the marker. Consequently, the agent will deduce dhat~ ds7. Now

the problem is to go back és7 and remove the marker left there. In order to do so,
one has to assume that actions @eersible and the agent knows how to reverse a
sequence of actions.

¢ Use metrical information (i.e. the amount of turns and travel) to integrate the differ-
ent distinctive states (or at least a set of them) into a common frame of reference. By
comparing the position afislandds7in such a frame of reference, the agent can
conclude whether they are the same environment state.

The problem with this approach is the uncertainty (error) associated with metrical
information. In the presence of uncertainty, metrical information allows the agent
with high confidence to decide whether two distinctive statenat¢he same. The
agent will require better metrical estimates to decide if two distinctive states are the
same. In current approaches to do so, the agent will navigate various times around the
environment in order to wash out error measurements and have better certainty about
the position of distinctive states in a common frame of reference| &egelson and
McDermott, 1992b, Koenig and Simmons, 1996, Shatkay and Kaelbling] 1987
Chapter 7 we illustrate the use of metrical information in the context of the SSH. In
particular, if metrical and topological information are consistent with the hypothesis
that the agent is back to a particular distinctive state, by default we then conclude that
this is the case.

6.3 Summary

In this chapter we have introduced the left and right regions associated with a path, and
show how the agent determines boundary relations —the location of a place with respect to
a path—. Using boundary relations the agent can distinguish places not distinguishable from
connectivity relations alone (see Example 33)Ve use “defeasible” (default) rules to state

131n our previous work on boundary relations, we assumed that the map was given and show how the bound-
ary relations were acquirdéRemolina and Kuipers, 199BaHere, we have extended our formalization to use
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how the agent acquires these boundary relations (Axioms 6.11-6.12). Being defaults, these
rules allow the agent to deal with inconsistent information while not restricting their appli-
cability to “rectilinear” environments (see Figure 6.1).

We have illustrated the case (Example 24) where poor sensory capabilities in addi-
tion to the symmetry of the environment will prevent the agent from differentiating some
environment states. In these cases, the SSH topological map will not capture the correct
topology of the environment. Nevertheless, the SSH topological map will have the mini-
mum set of paths and places that explain the different view-action-view sequences experi-
enced by the agent in the environment.

Finally, we have presented different alternative methods for disambiguating distinc-
tive states: (i) theehearsal procedurewhere the agent tries to find a sequence of actions
that will differentiate two distinctive states, (ii) using “markers” to indicate where the agent
has been, and (iii) using metrical information. While theoretically none of these methods
solves the problem of differentiating distinctive states, they could be very effective in help-
ing the agent to discard some of the otherwise possible maps consistent with its experiences.

boundary relations during the construction of the SSH topological map.
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Chapter 7

Using Metrical Information

Quantitative spatial information is represented at each level of the SSH, from local analog
maps at the control level, to action magnitudes at the causal level, to local headings and
distances at the topological leviuipers, 2000. In order for an agent to reason about
orientation and distance between places, places must be located in a common frame of
referencé. In this chapter we discuss different frames of reference that can be associated
with SSH objects (i.e. distinctive states, places, path, regions). In particular,

e Each path has associated a one dimensional frame of reference which assigns a posi-
tion to each place in the path.

e Each place has associated a radial frame of reference which assigns a heading (angle)
to each path the place belongs to.

e Each path has associated a frame of reference which assigns to certain places a loca-
tion from {left, right, on}.?

¢ Regions or places might have associated two dimensional frames of reference which
assign real valued tuples to certain places.

As positionsand headingsare derived from noisy data, there is uncertainty asso-
ciated with their real values. Different representations for this uncertainty are possible:
intervals probability distribution functionsetc. As the agent repeatedly navigates among

1A location in a frame of reference can be described by a real value, an angle, a real valued tuple, a discrete
value (e.gleft, right), etc.

2This corresponds to the boundary regions described in chapter 6. Notice that this imetical frame
of reference.
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the same places and paths, new measure estimates are taken into account to update the un-
certainty associated with positions and headrfhgs.our current work we usitervalsto
represent uncertainty in position and headings. However, the methods we define to integrate
multiple frames of reference are general to other forms of representing uncertainty.

In addition to frames of reference, the SSH metrical level can accommodate more
sophisticated representations of metrical information. For example, each place could have
associated aoccupancy gridElfes, 1987, Borestein and Koren, 1991, Thrun, 1998ere
the position and extent of objects in the place’s local neighborhood could be represented.
The origin and scale of such an occupancy grid will coincide with those of the frame of
reference associated with the place. In this way, paths headings could be related to the oc-
cupancy grid.

This chapter is organized as follows: in section 7.1 we define how to represent
metrical information associated with schemas. The different kind of frames of reference
used by the SSH are then presented in section 7.2. In section 7.3 we define how topological
and metrical information are combined while the agent builds its map. In particular, we
define what it means for a topological map to be consistent with its metrical information.
Finally, in section 7.4 we list different techniques that are relevant when building the SSH
metrical map. In particular, we adapt a basic constraint propagation algorithm in order to
create two dimensional frames of reference preserving the estimated distance and relative
orientation between consecutive places in a path.

7.1 Schemas, representing uncertainty

Action executions have associated metrical information representing the observed magni-
tude of the action. For instance, after traveling the agent may have an estimate of the
distance between the “end places” of the travel action, and after turning, the agent may
have an estimate of the angle turfedncertainty associated with these estimates must be
taken into account when using metrical information in order to derive relations among SSH
objects. Hereafter we assume that uncertainty is representgositive real valued closed
intervals

3For example, Kuipers and BydKuipers and Byun, 1988, Kuipers and Byun, 199%e a scalar Kalman-
filter in order to update the distance between two places in a path.

“Notice that different kind of metrical estimates could be associated with a travel or turn action. For exam-
ple, the agent could measure the arc length associated with a travel action. In addition, it could measure the
minimum distance to an object on the left and the right sides at each point along the trajectory associated with
a travel actiofKuipers, 2000.
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We use the predicate
action_execution(s, Int) |

to state that thénterval Int represents an estimate of the metrical information about the
execution of the action associated with schenblow the estimates are to be interpreted
depends on the type of action (turn or travel) the schema refers to. In the next sections
we will describe how to do so. We do not further restrict the domain of the predicate
action_execution. In particular, it is possible to have none or more than one estimate as-
sociated with the same schema.

We use the notation
(ds, (type Int),ds')
wheretypeis travel or turn, as an abbreviation for the formula

ds,a {CS(s,ds,a,ds') A action_type(a, type) A action_execution(s,Int)} .

7.2 Frames of reference

In this section we consider one dimensional frames of reference which assign positions to
places on a path, radial frames of reference which assign angles to the different paths that
intersect at a given place, and two dimensional frames of reference which assign positions
to arbitrary set of places. Although we talk about frames of reference, we do not have a
sort for them. We represent them implicitly by associating them with places or paths as
explained below.

7.2.1 One dimensional frames of reference

At the SSH metrical level each path has associated a one dimensional frame of reference
which assigns a location to each place on the path. This location is a real nurepee-
senting the “distance” with respect to an arbitrary but fixed place on the path. The positions
of places in a path are derived from estimates acquired when traveling among places on the

SThis real value represents a quantity whose magnitude is derived by the robot while navigating the envi-
ronment. The units of this quantity can beeters feet or number of wheel rotationsHereafter, we assume
that all quantities are given in the same units.
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path® Next we formalize these ideas.

The position of a place on a path is represented by the predicate
positionl(path, place, position) .

Positions along a path are unique and only assigned to places belonging to the path. For-
mally,

positionl(pa, p, pos) A positionl(pa, p, pos’) — pos = pos' | (7.2)
positionl(pa, p, pos) — on(pa,p) . (7.2)

The distance between two places in a path is defined as the absolute value of the
difference between their corresponding positions on the path. We use the predicate

path_distance(pa, p, q,d)

to represent the fact that the distance between plaeesiq on pathpais d. The predicate
path_distance is defined as follows:

path_distance(pa, p, q,d) = (7.3)
Aposp, pos, {positionl(pa,p, posp) A positionl(pa, g, posqs) A d = |pos, — posg|} .

Estimates of the distance between places on a path are gathered while the agent
navigates the environment. The predicate

path_distance™ (pa, p, q, I3)

is used to represent the fact that the closed intefyal an estimate of the distance between
placesp andq on pathpa. Distance estimates are derived from experiences of the robot
in the environment. Distance estimates are “compounded” to derive new estimates from
known ones. Formally,

{ min path_distance™ :
[(ds, (travel 1;),ds") A at(ds,p) A at(ds',q) A along(ds, pa, dir)A (7.4)
along(ds', pa, dir)] — path_distance™(pa,p,q,I3) ,
[order(pa, dir, p, q) A order(pa,dir,q,r) A path_distance™(pa,p, q, Ips )N (7.5)
path_distance®(pa, q,r, I,+)] = path_distance™ (pa, p,r, Ip; + Iy)

}

®The units of a 1-D frame of reference do not need to be externally meaningful. They must only be con-
sistent over time for the individual agent. One dimensional positions are “internal quantities” (as distinct from
nominal, ordinal, or ratidStevens, 1946. That is, differences can be computed and added to positions, but
multiplication and division are not meaningful since the origin is an arbitrary landmark, not a true “zero”
quantity.
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where the addition of intervals is defined in the usual wayb| + [¢,d] = [a + ¢, b + d].

Finally, distance estimates are “merged” in order to have the “best” estimate associated
with a distance. We use the predicatgh_distance®(pa, p,r, I;) defined below in order

to denote the merging of distance estimates:

path_distance® (pa,p,r,I) =gy I = N{Il.s; : path_distance™(pa,p,q, Lest)} - (7.6)

The distance between places on a path has tmbw®atiblewith all of its estimates.
Formally/

path_distance® (pa, p, q, I5) — 3d € 1; path_distance(pa,p,q,d) . (7.7)

The operations of compounding and merging are standard operations in order to
propagate uncertainty about the real value of a varigBheith and Cheeseman, 1986
They take different forms depending on how one represents uncertainty as well as on the
dimensionality of the variables’ domains. In our case, these operations take the form of
adding and intersecting intervals, respectielyDur description of how to assign posi-
tions to places on a path is a particular instance of a more general problem where given
a set of related variables as well as uncertainty about the values of the variables, one has
to determine the “best” estimate possible for the real value of the variables, while pre-
serving the relations among thel@mith and Cheeseman, 1986, Durrant-Whyte, 1988b,
Moutarlier and Chatila, 1989

7.2.2 Radial frames of reference

Each place has a local frame of reference w.r.t. which path headings are associated. This
information is represented by the predicate

radial(p, pa, dir, h)

whose intended meaningwughen the agent is located at plapgpathpacould be followed
in directiondir by facing the heading w.r.t. the radial frame of reference local p Head-
ings take values ifD, 27).

"Axiom 7.7 also requires that the different distance estimates should cbasistent
path_distance® (pa,p,q, 1) = Is # 0.

8If 21,...,2, aren independent normally distributed measurements of a single quantigjth known
uncertainties 1, . . ., op, then the best estimate for the true value:d$ theweighted average
Z W;T;
Tavg =
> wi

wherew; = - [Taylor, 1991
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Headings at a place are unigue and only assigned to paths the place is on. Formally,

radial (p, pa, dir, h) A radial(p, pa, dir,h') — h =h', (7.8)
radial(p, pa, dir, h) — on(pa,p) . (7.9)

We introduce the predicate
angle(p, pa, dir, pal, dirl, ang)

to represent the angle the agent will have to turn to face pathn directiondirl when it
is at placep facing pathpa in directiondir. Angles take values if0, 27). The predicate
angleis defined as follows:

angle(p, pa, dir, pal, dirl,ang) = (7.10)
Ahpas hpar {radial(p, pa, dir, hpe) A radial(p, pal, dirl, hpei)A
ang € [0,2m)A
ang — (hpa1 — hpa) = 0 mod 27} .

We use the predicate
angle™(p, pa, dir, pal, dirl, Iong)

to denote the fact thd,,,, is an estimate of the angle at plgzbetween patpain direction
dir and pathpal in directiondirl. Estimates of the angle between paths at a place are
gathered fromturn actions. Angle estimates are compounded and merged as we did for
distances among places in a path:
{ min angle™ :
[(ds, (turn Io,g),ds") A at(ds,p) A along(ds, pa, dir) A along(ds', pal, dirl)] (7.11)
— angle™(p, pa, dir, pal, dir, I,,g) ,

[angle™ (p, pa, dir, pal, dirl, Iong) A angle™(p, pal, dirl, pa2, dir2, L,y )] (7.12)
— angle™(p, pa, dir, pa2, dir2, Iong + Iong')

}

angle®(p, pa, dir, pal,dirl,I) =4e5 I = {Ist : angle™(p,pa,dir,pal, dirl, I.s)} (7.13)

Finally, the angle between paths at a place has teadmpatiblewith all of its
estimates. Formally,

angle® (p, pa, dir, pal, dirl, I,n,) — Jang € In, angle(p, pa, dir,pal, dirl,ang) (7.14)
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7.2.3 Two dimensional frames of reference

Notice that the SSH does not explicitly represent the distance or direction between two
arbitrary places. In order to do so, distances between places on a path as well as the angles
between paths at a place must be combined. We use the predicate

location2(p, q,1)

to indicate that the location of plagevith respect to the two dimensional frame of reference
associated with placgis ! (a real valued pair). The location of a place w.r.t. a frame of
reference is unique,

location2(p, q,1) A location2(p,q,l') =1 =1". (7.15)

We do not restrict what places are assigned locations with respect to a given two
dimensional frame of reference. Assigning locations to places in a common frame of ref-
erence is a costly operation. In practice, not all places occur in all frames of reference nor
does a frame of reference include all places in the map.

When restricted to environments with “straight” pathisjs possible to state when
a two dimensional frame of referencecismpatiblewith the actual experiences of the robot.
The next axioms state this requirement:

location2(p, pl,l,1) A location2(p, p2, Ly2) A path_distance® (pa, p1, p2, I,) (7.16)
— |lp1 —lp2| el;.

[location2(p, pl,lp1) A location2(p, p2,l,2) A location2(p, p3, lps) A (7.17)
order (pa, dir, pl,p2) A order(pa’, dir', p2,p3) A angle® (p2, pa, dir,pa’, dir’, Inng)]

— angle(—lpz_ipl, lpz_ip3) € Iong ,

whereangle(7, W) denotes the angle {0, 27) from vectory to vectorw.

Axioms 7.16 and 7.17 assume that paths are straight. In order to deal with more gen-
eral paths, one should include some parameters describing the shape of the path, or at least
an estimate of the change in heading while travelth@his last approach was adopted in
[Kuipers and Levitt, 1988wvhere travel actions were representeddas (travel dist /\f),ds'),
whered:st corresponds to the distance between the places associatedswaitiadds’, and

°Environments where the control law trajectories are straight lines.

There is a deeper semantic issue here. When curved paths are possible, the preticdistance
represents distanadong the pathnot straight-line distance between end point. To handle curved paths, we
have to separate those two concepts, or have estimates of both types of “distances”.
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A6 corresponds to the change of orientation while traveling. However, there is not a state-
ment of how this extra information is used or whether it suffices to describe appropriate
metrical constraints for two dimensional frames of reference. While a more detailed ac-
count of the use of metrical information is desirable, including representing and reasoning
about a path’s shape, we have left this description outside the scope of this work. While
restricted to straight paths, our current presentation of the SSH metrical level illustrates the
main considerations in order to represent and use metrical information.

7.3 Combining topological and metrical information

While radial and one dimensional frames of reference are associated with any place and

path, respectively, there is not a general SSH theory asserting when to create a two dimen-
sional frame of reference, what places should be included in a such frame of reference, or

how to assign place locations consistent with the estimates of distances and angles gathered
by the agent. Nevertheless, in section 7.4 we address these issues from the SSH implemen-
tation point of view.

In this section we formally state what it means for the topological map to be con-
sistent with a given set of frames of reference. In order to do so, given distinctive states
ds,dsy,...,ds,, we introduce the notatiofds : dsi,...,ds,) to state that in the two
dimensional frame of reference associated witls place, the places associated with the
differentds; have a location.

Definition 3
Letds,dsy,...,ds, be a set of distinctive states. By definition,
(ds : dsi,...,dsp) =des

n
dp {at(ds,p) A /\ Api, l; [at(dsi, pi) A location2(p,pi,li)]}
i=1
{end of definitiof

By 2D _Frames we denote the formula specifying any two dimensional frames of
reference used by the agent. Without loss of generality, we require two dimensional frames
of reference to be specified as in definition 3. We require any model of the SSH to have only
the two dimensional frames of reference specifie@lin Frames. In addition, the places
belonging to a frame of reference should be only those explicitly stated in 7.18. These last
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two requirements can be stated as follows:
{ min location2 : 2D_Frames } (7.18)

The blockAT _block (see page 41) is updated by adding axioms 7.1 to 7.18 so that
when determining places and paths, those should conform to the metrical constraints in
Below we present the updated version of this blbtk:

AT _block =
{ max teq :
Axioms 7.1-7.18
Azioms 6.1 —6.12,
teq is an equivalence relation ,
teq(dsy,ds2) — View(dsy,v) = View(dss,v),
teq(dsy,dss) A (ds1,a,ds] ) A (dsa,a,dsy) — teq(ds,dsh),
teq(dsy,ds2) — Vplat(dsi,p) = at(dsa,p)] A
Vpa, dir [along(dsy, pa, dir) = along(dss, pa, dir)] ,
(ds,turn,ds'y — —teq(ds,ds') ,
(ds,turnAround,ds’) A (ds, TurnAround, ds") — teq(ds',ds") ,
(dsy,turnAround,dss ) A (dsa, turnAround, dss ) — teq(dsy, dss) ,
at(ds,p) — tplace(p),
Alpat(ds, p),
turn_eq(dsy,dss) = Vp [at(ds1,p) = at(dsa,p)],
{min turn_eq :
teq(dsy, dsa) A teq(dss, dss) A turn(dssy, dss) — turn_eq(dsy, dss),
turn_eq(dsy, dss) A turn_eq(dss, ds3) — turn_eq(ds1, dss)

}

along(ds, pa,dir) — tpath(pa),

{ min along :
(ds,travel,ds') — Jpa, dir [along(ds, pa, dir) A along(ds', pa, dir)] ,
(ds,turnAround,ds’) — along(ds, pa, dir) = along(ds', pa, —dir),

We indicate the additions in bold letters.

98



teq(dsy, ds2) — along(dsy, pa,dir) = along(dss, pa, dir)
¥
along(ds, pa,dir) A along(ds, pal, dirl) — pa = pal A dir = dirl,
at(dsy,p) A at(dsa, p) A along(dsy, pa, dir) A along(dssa, pa, dir) — teq(dsy, dss),

[(ds,turn_desc,ds’) A turn_desc # turnAround A
along(ds, pa, dir) A along(ds',pal,dirl)] — pa # pal,

{ min order :
[(ds,travel,ds") A at(ds,p) A at(ds', g)A
along(ds, pa, dir) A along(ds', pa, dir)] — order(pa,dir,p, q),

order(pa, pos,p, q) = order(pa, neg, q,p),
order(pa, dir,p, q) A order(pa,dir,q,r) — order(pa,dir,p,r)

}

—order(pa, dir, p, p),
{min on : at(ds,p) A along(ds, pa,dir) — on(pa,p) }
on(pa,p) A on(pa, q) N tpath(pa) —
Adsy, diry, dsg, dire [at(dsy,p) A along(dsy, pa,diry) A at(dsz, q)A
along(dsa, pa, diry) A travel_eq(dsy,dss)],
{min travel_eq :
tr:z;el(dsl, dsy) — travel_eq(dsy,dss),
(dsy,turnAround, dss ) — travel_eq(dsy,dss) A travel_eq(dss, dsy),
teq(dsy, ds2) Ateq(dss,dsy) A travel_eq(dss,dss) — travel_eq(dsy, dsy),
travel_eq(dsy,dss) A travel_eq(dss, dss) — travel_eq(dsy, dss)

}

Circ tpath > —in_region > tplace var nengHpred
}

wherenewSSHpred stands for the tuple of predicates

( at, along, order, on, teq, turn_eq, travel_eq,
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totheRightOf, totheLeftOf, leftOf, rightOf, is_region,
radial, positionl, position2,

path_distance, path_distance™, path_distance®,
angle, angle™, angle®

).

While the priorities in the circumscription policy are kept as before, by adding ax-
ioms 7.1-7.18 inside the circumscription scope, we require the topological map to have a
minimum set of paths and places consistent with the metrical information. The next exam-
ples illustrate how metrical information is used to disambiguate the topological map.

Example 25

Consider example 19 (page 59) where two topological maps are consistent with the agent’s
experiences (see figure 7.1). Suppose that “perfect” metrical information is available to the
agent such that the following set of schemas are created by the'dgent:

dsl, (turn —90°),ds2)

ds3, (turn 90°), ds4)

ds3, (travel 10),ds5
s6, (
s

E turn —90°),ds3
( )

(ds6, (travel 20),dsT)

(

(

( )
5, (turn —90°),ds6)
ds7, (turn —90°),ds8)
ds8, (travel 10),ds9) ds9, (turn —90°),ds10)

ds10, (travel 20),ds11)

How does the agent figure out that it is backitd rather than tals1?. As claimed
in example 19 (page 59) both optiotg)(ds4, ds11) andteq(ds1, ds11) are topologically
possible (figures 7.1b,c). However, given the metrical information above, only the assump-
tion teq(ds4, ds11) is a consistent one. To deduce this fact, the agent includes the frame of
reference(ds4 : dsl,...,dsll) in E, which renders impossibleq(ds4, ds11).

Should the metrical information have been less precise, the agent might not benefit
from this extra metrical information. For example, suppose that instead of 8batprn
angles, there exists-a10° uncertainty associated with the turn actions above (i.e. consider
replacing(dsl, (turn — 90°),ds2) by (dsl, (turn [—110°,—80°],ds2)). In this case the
agent cannot use metrical information to deduce that it is badk4@nd it will have two
topological maps consistent with its information.

{end of example

2Whenever we use a numbetinstead of an interval, it is an abbreviation fet x].
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Figure 7.1:(a) The robot goes around the block visiting distinctive stdtdsto ds11 in the order suggested

by the figure. Distinctive statés11 is observed at the same environment statésds Assume distinctive states

dsl andds4 look alike to the agent.(b) and (c) represent two possible topological maps for the environment in
(a) (see example 19, page 59). The model in (c) can be discarded as it is not consistent with the available met-
rical information. (d) With+10° noise associated with turn actions, the agent cannot use metrical information

to discard the environment depicted in (c).

The example above may suggest that metrical information is used to check whether
an already built topological map is consistent with metrical information. However, by in-
cluding axioms 7.1-7.18 inside Allock, metrical information is used while building the
topological map. As the next example illustrates, this may imply that the agent identifies
more places than it does when not using metrical information.

Example 26

Consider example 24 where three places and three paths where identified while the agent
explored a square room (figure 7.2b). Suppose the agent has access to perfect metrical
information and uses it while building the metrical map. In this case, the set of schemas
associated with this environment will be:

(dsl, (turn —90°),ds2) (ds2,(travel 10),ds3)
(ds3, (turn —90°),ds4) (ds4,(travel 10),ds5)
(dsb, (turn — 90°),ds6) (ds6, (travel 10),ds7)

In order to decide whether the agent is bacldb, the frame(dsl : dsl,...,dsT7)
is created. It is easy to see that it is not possible to heyglsl, ds7) while satisfying the
metrical constraints. Consequently, the topological map will Haue places instead of
three as illustrated in figure 7.2c.

{end of example
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Figure 7.2:(a) The agent visits distinctive statésl to ds7 by the order suggested in the figure. Suppose all
corners look alike to the agent. In particuldésl andds7 share the same view. (b) Topological map associated
with (a) when metrical information is not available. (c) Topological map associated with (a) when metrical
information is available. In this case, the places associateddwittandds7 are different P # S).

While in the examples above all visited distinctive states were included in a two
dimensional frame of reference, this is in general not the case. In the presence of metrical
uncertainty, a global frame of reference may not provide useful information to determine
whether two places are the same, or to estimate the distance between two arbitrary places
(example 25).

7.4 Creating two dimensional frames of reference

When using two dimensional frames of reference, the SSH does not say when a frame of
reference should be created, or what places should be included in a given frame of reference.
Nor does the SSH say how to assign locations to places in a given frame of reference. In

this section we explore different answers to these issues.

7.4.1 When to create two dimensional frames of reference

In order to answer when one should create a metrical frame of reference, one should con-
sider the related question, why to use frames of reference. In examples 25 and 26 frames
of reference were created in order to decide whether two distinctive states are the same.
Another application of two dimensional frames of reference is to determine the relative
orientation and distance between arbitrary places in order to, for example, find new routes
or orient in the environment. In this last case, a place is included in a frame of reference
as long as its location uncertainty is appropriate for drawing useful conclusions. Next we
illustrate these possibilities.
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Distinguishing distinctive states

Suppose the agent is at distinctive stétevhich shares the same view as distinctive states
ds'. Moreover, suppose that it is topologically consistent to assumeltrendds’ denote

the same environment state. In order to cheeksifindds’ could be the same environment
state, the agent finds the shortest path frbito ds, ds’ = dsy, ..., ds, = ds, and creates

a frame of referencéds’ : dsg,dsy,...,ds,).*3 The effect of having this frame of
reference when building the topological map is such thatds, ds') will be the case if

there exists at least one location assignment to the places in the frame of reference that is
consistent with the metrical constraints. Though the method is only partially conclusive,

it helps to distinguish places before attempting more computationally expensive methods
(e.g. the rehearsal procedure).

Patchwork mapping

Having a global frame of reference including all places in the map is usually inappropriate
since the uncertainty associated with some places’ locations in such a frame of reference
may not allow the agent to draw useful conclusions. Instead, the agent can have multiple
frames of reference as well as relations among the different frames of refékdcidermott

and Davis, 1984, Kuipers, 20D0As the agent explores the environment, new frames of
reference are created when the current’s location uncertainty with respect to the current
frame of reference is larger than a given thresiddutarlier and Chatila, 1989, Engelson

and McDermott, 1993b

7.4.2 How to create two dimensional frames of reference

The problem of assigning locations to places given some metrical constraints can be solved
by borrowing methods from different fields. For example, estimation theory tells us how to
estimate the true value of a given set of variables given noisy observations of the relations
between those variablé&elb, 1974, Smith and Cheeseman, 198the robotics commu-

nity has developed algorithms to solve a network of spatial relafidosrant-Whyte, 1987,
Durrant-Whyte, 1988a, Durrant-Whyte, 1988b, Moutarlier and Chatila, J19&Zhniques

from multidimensional scalinfBorg and Groenen, 199@nd nonlinear programmiri@er-
essiniet al,, 1989 can also be used.

3The shortest path with respect to the number of edges in the path. The heuristic of choosing the shortest
path assumes that the fewer places whose location must be determined, the more accurately their locations can
be determined.
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Next we show an algorithm to create a two dimensional frame of reference while
preserving metrical constraints. The algorithm borrows its main ideas from a constraint
propagation algorithm presented[idernandez, 1994

7.4.3 “Mental” route rehearsal

The proposed method to integrate multiple frames of reference is based on the idea that the
SSH supports “mental route rehearsal”. That is, the agent can “imagine himself” follow-
ing a route and assigning locations to the different places in the route. Information from
multiple routes is combined to further constrain the assignment of locations to the different
places. Next, we make these ideas precise.

A route is a sequence of the form® (So, do) Py (S1,d1), ... P,, WhereS; is
a topological path connecting placé% and P, ;; when traveling in directiond; (i.e.
order(S;,d;, P;, P;11) is the case). In addition, we require that all the places in the route
are different, except possib§, and P, .14

The problem we are to solve is to map each place in a set of routes to a “location” in
R2. These locations are such that they preserve the estimated distance and relative orienta-
tion between consecutive places in the route. In this woltacationis a two dimensional
rectangle whose sides are aligned with the coordinate axg3.5t In order to assign loca-
tions to places in a route, an initial locatidr, an initial headingH, and a vecto#/y must
be specified.L is the location assigned 8. By mapping the local headinf, at place
P, to the vectorl, the agent defines the orientation relationship between the local radial
frame of reference a®, and R?.

OncelLg, Hy, andVy have been provided, the location of the other places in the
route is calculated by starting & with location Ly and integrating distances between
places and change of heading among the paths in the RatfteAs a result of “following
the route”, each placg; in the route has associated a locatiowr(P;, R, Ly, Hy, Vp). By
convenience, we will writd.oc( P;, R) instead ofLoc(P;, R, Lo, Hy, V), whenevelL,, Hy
andVj, are understood.

Bp,=PiAi<j—=i=0Aj=n.

5This rectangle accounts for the uncertainty in the SSH’s metrical information. If there is no uncertainty,
then the rectangle reduces to a poinfih

%The change of heading at plapdrom paths1 to paths2 is the angle an agent will have to rotate once it
gets into place following paths1, and leave® following paths2.
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Next we introduce the notation and definitions we use to assign locations to places.
Definition (6) specifies how to assign locations to places in a given route.

Definition 4 (Rect(A))

Given two set of vectors iR?, A andB, A + B denotes the set of vectofs +b : a €
A, be B}

Given a set of vectors4, Rect(A) denotes the minimum rectangle containing the
set A, such that the sides of Rect(A) are aligned with the coordinate axe% of

Given a vectow in R? and an anglé < [0, 27), vy denotes the unit vector associ-
ated with the rotation of by an angle of.
{end of definitiof

N

Loc(Pi+LR
Loc(Ai-1R) PeLR)

Figure 7.3:Calculating the location of;41 given the location of?; and P;_: (see text) 8 is the change of
heading from patl$;_; to pathS; at placep;.

For a routeR the operatorsr defines how to calculate the location of plaég ;
given the location of placeB;_; andP;.1’

Definition 5 (®g)

Given aroute RR = Py Sy Py ...S,_1 Py, aninitial headingHy, an initial vectorl, an
initial location Ly, and locationsl; ; and L; for placesP;_; and P;, respectively®r is

1"Special cases will be considered for the location®pand P;.
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defined as follows (see Figure 7.3):

(Vo, Ho) ®r (Po, Lo) =
Rect({b + A\Vpg : b€ Lo, X\ € I, path_distance®(Sy, Py, Py, I),
0 = H() - h, Tadial(Po,S(),dg,h)})

(Pi—1, Li—1) ®r (P, Ly) =

b
Rect({b + )\(|b_z|)9 ca€Li1,beL; a#b,

A € Iy, path_distance®(S;, P;, Pii1,14),
XS Ianga angl€®(Pi, Si—1,di—1, S;, d;, Iang) })

{end of definitiof

In order to assign locations to the places in a route one startsRyith L, and
applies®g recursively until finding a location faP,. Definition 6 illustrates this case. It
is also possible to use g to combine locations along multiple routes as defined in the next
section.

Definition 6 (Route Vector Addition)

Givenaroute RR = Py Sy Py ... S,_1 P,, aninitial headingdy, an initial vector
Vo, and an initial locationl.y, we defineLoc(P;, R), the location ofP; according to route
R, as follows:

1. If P, = P, = Py thenLoc(P,, R) = Loc(Py, R) = Ly.
2. f =P thenLOC(Pl,R) = (V(),H(]) Dr (P(), L())
3. OtherwiseLoc(P;, R) = (P;_2, Loc(P;—2,R)) ®g (Pi—1, Loc(P;—1,R))

{end of definitiof

7.4.4 Combining information from multiple routes

Information from multiple routes can be used to further constrain the location of a place
P with respect to a reference plaég. For example, in figure 7.4 information from two
different routesR1 and R2 further constrain the location of plac&and E with respect to
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Figure 7.4:(a) RouteR1 and the associated locations for plad@snd D. Location of places is indicated
by a rectangle. (b) Rout®2 and the associated locations for placésD and E. (c) The location of placé

is changed by intersecting its locations with respect to roRfeand R2. The new location is then propagated
to updateE’s location.

placeA.

A constraint propagation algorithm is proposed to mix information from various
routes. The basic idea of this algorithm is as follows. Given a set of r¢ifesve asso-
ciate a directed grap& with SR. The nodes of7 are the places i R. An edge P,Q)
belongs taG if there exists a route in SR such ti@is immediately aftei?. Whenever the
location of a placeP is changed, this location is used to update the location of the neighbor
places ofP according ta=. A place location is changed by intersecting its previous location
with a new one. The algorithm ends when there is no place whose location must be changed.

Let SR ={Ry,..., R,} be a set of routes, all of which start at the same pB&ge
Let Places(SR) denote the set of places belonging to the routeS& Given a place?
in Places(SR), we are to defindLoc(P, SR), the location ofP given the routes it R.
As explained above, in order to associate locations to places, we have to specify an initial
headingH), an initial vectorl, and a locationy. Loc(P, SR) depends on these parame-
ters. Next we describe how the propagation algorithm works.

Initially the location of all the places, excepy, is set taR? (sinceR? is the identity
for the intersection of locations). The location&f is set toL.
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Procedurénitialization
empty(Queue);
for each place g Places(SR) do
Loc(p, SR) = RZ;
Loc(Py, SR) = Ly;
push@,Queue)
{end of procedurg

The algorithm keeps a priority que@euewhere nodes whose location has changed
is kept. We will explain later how places are addeddoeue To calculate the location of
the different places ity R, the procedureompute closurés called.

Proceduré&Compute Closure
while Queue # () do
begin
p = popQueue);
Propagate(p);
end
{end of procedurg

Whenever the location of a place is changed, its new location is propagated to its
neighbor places. We use the predicatert(SR, R, p, q) to denote the fact thaR is in SR,
and placey is immediately after placg in route R. Given a new location fop, we define
the new location ofy to be the intersection of its current location accordingS#® (i.e.
Loc(gq, SR)) and the location of according toR given the new location of (as defined
by the operato® g, definition 5). Since the new location of a place is always a subset of its
previous location, we decide whether the locatioy bfas changed by comparing the area
of its previous and new location (see definition 8, page'd)10

e consider special cases when a location is a “degenerate” rectangle, like a line segment or a point.
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Procedurédropagate (p)
for each place such thatVezt(SR, R, p,q) do
begin

if 3p', (p',p, R)
then New :=Loc(q, SR) N (p', Loc(r, SR) ®g (p, Loc(p, SR))
else New :=Loc(q, SR) N (Vo, Ho) ®r (p, Loc(p, SR))

if New =0

then signal contradiction

if Change(NewLoc(q, SR))

then
begin
add q toQueue
Loc(g, SR) := New
end
end
{end of procedurg

The next example illustrates how the algorithm works to combine the information
from the routes in figure 7.4.

Example 27

Consider the routeR1 and R2 depicted in figure 7.4. We start the algorithm by calling the
procedure initialization, after which we have tat

Loc(A) = {(0,0)}, Loc(B) = Loc(C) = Loc(D) = Loc(E) = R™2
Queue = [A]

The procedure Compute Closure is then invoked, A is removed @asue and the proce-

dure Propagate(A) is called. New locations for placd3 andC are then calculated. The
new locations become:

Loc(A)
Queue

{(0,0)}, Loc(B) = L1, Loc (C) = L2, Loc(D)=Loc(E) = R™2
(B,C]

whereL1 and L2 are the locations calculated f@ and C respectively. NowB is taken
from Queueand Propagate(B) is called, after which we have that

Loc(A)
Queue

{(0,0)}, Loc(B)= L1, Loc (C)= L2, Loc(D)= L3, Loc(E) = R™2
[C.D]

Propagate(C) will be called and the location dP is changed by intersecting information
from both routes,

We will omit the paramete§ R in Loc(p, SR) and write Loc(p).
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Loc(A)
Loc(E)
Queue

{(0,0)}, Loc(B) = L1, Loc (C) = L2, Loc(D)= L3 inter L3
R"2
(D]

L3 and L3 are the location oD according to routeR1 and R2, respectively. Finally,
Propagate(D) is called which will give a value for the location &f.
{end of example

In the example above, we did not propagate the location of any place twice. In
general this is not the case, and we need to be more strict on how places are taken from
Queue when Propagate is called. In order to do so, we impose an ordef,oresg(p, q),
among the places ifR. Next we definee foresr(p, q).

Definition 7 (beforesr(p, q))

Given a set of routeS R, placegp andgq in Places(SR), we say that placg is before place
g according taSR, beforesgr(p, q), if (i) there exists a rout&® in SR such thap is before
g in R, and (ii) there does not exist a roukin SR such thay is beforep in R.

{end of definitiof

The relationbe f oreg g defines a partial order among the place$ . We use it to
prioritize the places in Queue, such that whenéegtoresr(p, q) is the case, the priority
of p is greater than the priority af.

In order to decide whether the location of a place has changed, we compare the
areas between the new and the old place location, as stated in the next definition.

Definition 8 (Change(new,old))

Given two locationspew andold, such thatnew C old, change(new,old)is true if and
only if one of the following conditions is true

1. old =R? and new# R2.

2. both old and new are rectangles dndea(old) — area(new)] > ¢, for a given
e>0.

3. old is arectangle and new is a line segment or a point.

4. both old and new are line segments dlhgth(old) — length(new)] > e, for a
givene > 0.

110



5. old is not a point and new is a point.

{end of definitiof

The proposed algorithm assigns locations to places in a “liberal &y choos-
ing an arbitrary point from a place’s location as the actual place position, the resulting as-
signment of positions does not necessarily satisfy the distance and angle constraints among
places. However, any assignment of places’ positions satisfying these constraints is cov-
ered by the places’ locations produced by our algorithm. Should the application at hand
require such assignment of positions, starting from the locations assigned by our algorithm
one could use Monte Carlo or hill-climbing algorithms to find such assignment (if exists)
[McDermott and Davis, 1984

Possible applications of our algorithm include answering queries about the spatial
layout and visualization of the topological map:

e Answering some queries about the spatial layout can be rendered to check some prop-
erties in the location assigned to places. For example, to answer whethedpkace
to the left or right of placeB, when facing heading at B, the following procedure
is used. Find a route from® to A. Let Py be B, Hy = 6 andV, = (0,1). Aisto
the left of B if the location ofA is contained in{(z,y) : = < 0)}. Ais to the right
of B if the location ofA is contained i (z,y) : > 0)}. Otherwise the agent does
not decide whethed is to the left or right of B. Notice that given the uncertainty
associated with distances and angles, the proposed method is partially conclusive: it
could answeyes no or maybe

¢ Displaying the layout of places in a computer screen is important for a robot-human
interface. Having pre-defined two dimensional frames of reference allows one to
quickly display a region or neighborhood, a display that is useful for specifying nav-
igation goals as well as generating explanations of the robot’s navigation plans.

7.5 Summary

In this chapter we have defined different kinds of frames of reference considered in the
SSH: one dimensional frames of reference which assign positions to places on a path, ra-
dial frames of reference that assign angles to the different paths that intersect at a given

20we borrow this term froniMcDermott and Davis, 1984 1n a “liberal” map, the location of places grants
as much freedom as possible to each place even though not every coordinates we pick within a place location
will satisfy all metrical constraints. This would be the case in a “conservative” map.
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place, and two dimensional frames of reference which assign positions to arbitrary set of
places. Our formalization describes how uncertainty associated with metrical information
is taken into account when creating these frames of reference. In particular, we have de-
scribed how to represent different metrical measurement estimates, how to combine them,
and how to represent the constraints they impose on the metrical relations among different
objects referenced by a frame of reference.

Uncertainty in metrical information has been represented by one and two dimen-
sional rectangles. This representation is adequate for most practical uses. However, more
sophisticated representations of uncertainty are compatible with our methods. For example,
probability density functions (such as Gaussians) can be used to represent uncertainty on
the distances between places in a path.

The SSH theory does not specify when to create two dimensional frames of refer-
ence. We have described particular instances when this should be done: in order to disam-
biguate places or when uncertainty in a place location is “high”. Given that the actual formal
treatment of uncertainty propagation is outside the scope of this work, we have provided
pointers to the relevant fields where such studies are done (see section 7.4.1). Nevertheless,
we have described a constraint propagation algorithm to integrate multiple frames of ref-
erence while assigning locations to places in a given set of routes. Locations are assigned
such that they preserve the estimated distance and relative orientation between consecutive
places in a path (see section 7.4.3).

Finally, we have pointed out that our current description of two dimensional frames
of reference assumes environments where paths are straight. Nevertheless, our current pre-
sentation of the SSH metrical level illustrates the main considerations in order to represent
and use metrical information. A more detailed account of the use of metrical information,
possibly by reasoning about the shape of paths, is suggested as future work.
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Chapter 8
Regions

As the agent explores its environment, the number of places it identifies grows. Conse-
guently, the topological map, as described until now, might have so much information that
it will be cumbersome (i.e. time-consuming) to use for future navigation or for a human
level interface: It is useful then to define a hierarchical representation that simplifies some
details in the topological map. The basic abstraction method we use is togmup into
regions. As for topological places, regions are ordered along routes, and in turn they can be
grouped to form new regions, giving the representation a powerful mechanism of abstrac-
tion. Metrical information about regions, like their distance along a route or their relative
direction, can be derived from the corresponding metrical relations among the places in the
regions. In this chapter we state how to represent regions in the SSH as well as the prop-
erties of the hierarchical representation associated with them. We also illustrate the use of
regions for hierarchical planning and qualitative reasoning about $p&aeally, we also
provide some criteria for automatically identifying regions and creating their associated
hierarchy.

8.1 Including regions in the SSH topological level

Regions are sets of placesRegions themselves can be grouped to form new regions.
Since regions can be seen as places, we have not added a newgsonts to the SSH

1Similar problem occurs when a QSIM behavior graph has many states. A way to simplify these behaviors
graphs is to abstract together adjacent states that, by according to a user’s criteria, need not be distinguished
[Mallory et al,, 1994.

2Further uses of regions can be found in section A.3, page 209 (hierarchical plan execution).
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topological level ontology. We use the predicate
in_region(p,r)

to denote thaplacep is inregionr. Recall that the sort of places contains the subsorts of
topological paths and regions. In chapter 5 we required that (see axiom 5.4, page 39)

—dp [tplace(p) A is_region(p)]

wherep is a variable taking values in the sortmices Similarly, in chapter 6 we restricted
the domain oin_regionsuch that (see axiom 6.6, page 80)

in_region(p,r) — is_region(r) .

We require that the transitive closure iofregion defines a DAG. Formally, we
restrict our attention to models of the following formulae:

—in_region™(r,r),
{ min in_region™ :
in_region(p,r) — in_region™(p,r),
in_region*(p, q) N in_region™(q,r) — in_region™(p,r)

}

wherein_region* denotes the transitive closure di_region. Equality among
regions is defined as expected: two regions are equal whenever they represent the same set
of places. Formally,

is-region(r) Ais_region(r') = r = r' =Vp{in_region*(p,r) = in_region*(p,r')}

Once places have been arranged into regions, we must define connectivity relations
among them. We do so liyfting the order relation among places in a path to their corre-
sponding regions. The next section presents how to do so.

8.1.1 Defining paths among regions

Recall that the sort of paths contains the subsorts of topological paths and routes, as stated
by axiom 5.5 in chapter 5 (see page 39):

—Jpa [tpath(pa) A route(pa)] ,

3This predicate has been used in the previous chapters. Here we will define the minimum constraints on this
predicate.
“Directed Acyclic Graph.
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wherepa is a variable taking values in the sort of paths.

Routes are to topological paths what regions are to topological places. In order to
describe abstract relations among paths we use the predicate

lifted_to(pa,pal)

to represent that roupez1 is an abstraction of patpu.® The predicatédi fted_to plays the
same role the predicate_region does in the context of regions. Consequently we restrict
our models to those satisfying the following formulae:

lifted_to(pa,pal) — route(pal),
=lifted_to*(pa, pa),
{ min lifted_to* :
lifted_to(pa,pal) — lifted_to*(pa, pal),
lifted_to* (pa,pal) Alifted_to*(pal,pa2) — lifted_to*(pa,pa2),

}

The basic rule to lift the order of places in a path to an order among their corre-
sponding regions in a route is defined as follows:

liftedto(pa,pal) — (8.1)
AdirVp, ¢{[order(pa, pos, p, q) A in_region(p,rp) A
in_region(q,rq) Arp # rq | — order(pal, dir,rp,rq)}

Axiom 8.1 takes into account the fact that different paths can be lifted to a same
route. This is accomplished by requiring that the order of places in the positive direction
of the path being lifted corresponds to the order of regions in some direction of the route
the path is being lifted to. Notice that sinaeder(pa, pos, p, q) = order(pa, neg, q, p) we
only need to consider the positive direction of paths in axiom 8.1.

In order for our path lifting method to work, we require a region to be a “path-
convex” set of places, that is,

order(pa, dir, p, s) Norder(pa, dir, s, q) Nin_region(p, r) Ain_region(q,r) — in_region(s,r) (8.2)

The next example illustrates how axiom 8.1 works and why we require regions to
be “path-convex”.

®A route can be an abstraction of a set of paths. See example 29, page 116.
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Example 28

Consider the patlpa depicted in figure 8.1a. Suppose we have the regidns; {a, b},
C = {c}andD = {d,e, f}. Let's consider how to lift patipa to pathpal. Since place:
is before place in pathpa (i.e. order(pa, dir, a, c) is true) then, regio is before region
C in pathpal (i.e. order(pal, dir, A, C) is true).

A C D o A C A
D ° ™ '
S AR
| | | c
: N pa a8 el G e
pa o o0 ab \_ ¢ de f
A C D A
a b

Figure 8.1:(a) Lifting paths. Patlpa is lifted to pathpal. The order of places in papu defines the order
of their corresponding regions in pathl. (b) Regions have to be “path-convex” in order for our path lifting
method to work (see text).

Notice that sinces and b belong to the same regiod, it is not the case that
order(pal,dir, A, A), although it is the case thatder(pa, dir, a, b).

Let's consider a different scenario. Suppose we have two regidns=
{a,b,d,e, f} andC = {c} (figure 8.1b). Assume we lift patha to pathpal. Since
placea is before place: in pathpa, region A is before regiornC' in pathpal. Similarly,
since place: is before placel in pathpa, regionC is before placed in pathpal. Since the
order among places in a path is not reflexive, we will have a contradiction.

{end of example

Example 29

Different paths can be lifted to a same route as long as axiom 8.1 is satisfied and the order
of regions in the route defines a partial non-reflexive order. For instance, consider the map
in figure 8.2, whereRA = {a,b}, RB = {c¢,d}, and pathga andpa’ are both lifted to
routepal. In addition, assume thatrder(pa, pos, a,b) andorder(pa’, neg, c,d) are the

case (the positive direction of paths is indicated by arrows in the figure). Then, axiom 8.1
can be satisfied by definingrder(pal, pos, RA, RB). {end of example
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Figure 8.2:A route can be an abstraction of different paths.

The places at which a path enters or leaves a region are used to translate routes
from one level of the hierarchy to actual behaviors at the SSH control level (page 118).
This in turn implies that we can use hierarchical planning techniques when navigating the
environment (see pages 207 and 209). The predicates

place_enter(pa, dir,r,p), path_leaves(pa,dir,r,p)

are used to denote thatis a place at which the patpu enters (leaves) region, when
following pa in directiondir.® We explicitly define these predicates as follows:

d
place_enter (pa, dir,r, p) éf (8.3)
in_region(p,r) A Vq{order(pa, dir, q,p) — —in_region(q,r)}

d
place_leaves(pa, dir,r, p) %f place_enter(pa, —dir,r,p) (8.4)

The constraints imposed on the hierarchy of regions and paths do not exclude
bizarre structures. Moreover, different hierarchies can be implicitly represented by the
predicatein_region. In practice, it is the case that one imposes more structure on the
abstraction hierarchy. In particular, “stratified” hierarchies turn out to be the common ones:

Definition 9 (Stratified hierarchies)

The relationin_region defines astratified hierarchyover a set of placeSH if there exist
a natural numben, and a functiorlevelfrom SH into {0, ..., n} such that:

1. p € SH Atplace(p) — level(p) = 0.
2. pe SH Ar € SH Nin_region(p,r) — level(r) = level(p) + 1.

3. pe SH A g € SH N on(pa,p) A on(pa,q) — level(p) = level(q).

®Given that the order of places is not necessarily a total order, there could exist different places at which a
path enters (leaves) a region.
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4. r € SH Alevel(r) < n — Ir' in_region(r,r').
In addition, we require regions to be connected

p € SHAr e SHAq€E SH Nin_region(p,r) Nin_region(q,r) — connected(r, p, q) (8.5)
were the predicateonnected is such that

{ min connected :
in_region(p,r) — connected(r, p,p),
order(pa, dir, p, q) A in_region(p,r) A in_region(q,r) — connected(r,p, q),

connected(r, p, q) N connected(r, q, s) — connected(r, p, s)

}

{end of definitiof

Regions in a stratified hierarchy are connected sets of places, such that it should
be possible to go from one place to another in a region by only visiting places inside that
region/ The connectedness property will ensure that a route at any level of a stratified
hierarchy has an associated route at level zero of the hierarchy. This property in turns
implies that “navigation plans” described at different levels of detail can be translated to
actual behavior. The actual behavior is found by repeatedly refining a route at|ével 1,
to a route at levek — 1, until finding a route at leved. Next we define what a refinement
for a route is.

Notation 1
A route from regionRy to regionR,, in a stratified hierarchy is denoted by a sequence
Ro, (Pao, di’r’o), Rl, ey (Pan_l, dirn_l), Rn

such that (i)level(R;) = level(R;), 0 < ¢,j,< n, and (i) order(Pa;, dir;, R;, Ri11),
0<17<n.
{end of notatiof

Definition 10 (Partial refinement)

"Some useful region structures are not connected. For instance, the left and right regions of a path are in
general not connected.
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Given arouteR = Ry, (Pag,dirg), Ry, ..., (Pan_1,dir,_1), R,, apartial refinemenbf
Ris a sequence

e 1 . ox e .l ] e .1
rG, o, (Pag, dirg), ri, i, ..., (Pan—1,dir;_1),r5,

such that (iYin_region(r¢, R;), in_region(rl, R;), 0 < i < n, (i) lifted_to(pa;, Pa;),
0 < i < n, and (iii) place_leaves(pa;, dir}, R;,rt), place_enters(pa;, dirf, Ri,1, 1),

0 < i < n. Notice that the only restrictions 0§ andr., are the ones in (i).
{end of definitiof

A complete refinement for a route can be found by finding a partial refinement
for R, and then finding a route, restrictedRy, givenr¢ andr!. This last route is guarantee
to exist since we require regions to be connected (axiom 8.5).

Definition 11 (Complete refinement)

Given a routeR = Ry, (Pag,dirg),Ry,...,(Pap_1,dir,_1), R,, p such that
in_region(p, Ry), andq such thatin_region(q, R, ), acomplete refinement of R, given
and g, is a route rg, (pag, diry),ri,. .., (pam-1,dir), 1), rm such that for each, 0 <

i < n, there exist’, ", 0 < i’ <i"” < m satisfying:
1. ro=p,rm=gq.
2.00=0,n"=m.

3. ror, o, (pagl R diTE;/ ), (ST & VST (pa(n,l)/ , dirE‘n_l), ), Tty Tt is a partial refine-
ment forR.

4. Forally, i <j <i", r; belongs taR; (i.ein_region(rj, R;) is the case).

{end of definitiof

The general algorithm for hierarchical planning with stratified hierarchies is shown
in figure 8.3. While our description of refining routes uses a breath-first approach, one
could use depth-first too. When using depth-first, one could interleave planning and plan
execution so that a complete plan is not necessary in order for the agent to start navigat-
ing towards its goal (see page 209). In addition, notice that it is not guaranteed that the
algorithm returns an “optimal” path fromto ¢. Further restrictions on how one creates a
refinement and in the hierarchy itself must be imposed for this to be the case. The reader is
referred td Fernandez, 20Q@here a complete analysis of hierarchical planning as well as
extensions to the ideas here presented can be found.
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Procedure Hierarchical_planning (p,q)
;;; Assuméevel (p) = level(q),

findr, po,...,Pn, q0,--.,qn Such that

Dpo=p.q0=0¢Pn=an=r,

() pi #¢i,0 <1 <n,

(i) in_region(p;, pi+1), in-region(gi,qit+1), 0 <i < n.
route : = findroute(rp,—1,gn—1);
i=n-2;
while i > level(p) do

begin
route := refine(route;,q;);
i =i-1;
end
return route
{end of procedurg

Figure 8.3: Hierarchical planning algorithm . find_route(r,p,q) returns a route fronp to ¢ whose
places belong to region re fine(route, p;, g;) returns a complete refinementwafute, givenp; andg; (see
definition above).

8.1.2 One dimensional frames of reference associated with routes

At the SSH metrical level we have to define the distance between regions and the direction
between routes. Recall that distance between regions is only explicitly defined for regions
in the same route. Direction among routes is derived from the angle between routes at the
regions they intersect. Distance and direction could be defined in different ways for regions
and routes respectively. For example, for each region a place could be chosen as its repre-
sentative, and distance among regions is then defined as distance among representatives. In
the same vein, it is possible to define “the center of mass” of a region, and then define the
distance among regions as the distance among their center of mass.

In the current implementation of the SSH we represent uncertainty on distances by
real number closed intervals. The distance uncertainty between two regions is the minimum
closed interval containing all distances uncertainties between any two places in the regions.
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Formally8 °

order(pal, dir,r1,72) A (8.6)

a =min{a' : Ipa,p,q [lifted_to(pa,pal),in_region(p,rl),in_region(q,r2),
path_distance™(pa,p, q,[a’,b'])]} A

b = maz{b : Ipa,p,q [lifted to(pa,pal),in_region(p,rl),in_region(q,r2),
path_distance™ (pa, p,q,[a’,V'])]}

— path_distance™(pal,r1,12,[a, b])

8.1.3 Radial frames of reference associated with regions

In order to define the angle between paths at a region, we associate a two dimensional frame
of reference with a region. Each place in the region gets a location with respect to this frame
of reference (see section 7.2.3, page 96). We assume that the center of mass of the different
place locations i$0,0).1° The angle associated with the locations where a path enters or
leaves a regions are used to assign the respective path headings with respect to the region:

A ={ang : Ipa’, pal’,p,q, hy, hy
[li fted_to(pa', pa),lifted_to(pal’, pal),
place_leaves(pa, dir,r, p), place leaves(pal’, dirl,r, q),
location2(r, p,1p), location2(r, q,l,)
directed_angle(lp,l,) = al
A
ang = min_int_cover(A)

— angle™(r, pa, dir,pal, dirl, I,pg)

wheremin_int_cover(A) denotes the minimum angle interval covering all the angles in
the setA. Example 30 (page 122) shows how all the above axioms worKlirike envi-
ronment.

The resulting hierarchical representation is similar to the Hierarchical Graphs (AH-
graphs) representation proposedfernandez and Gonzalez, 1997, Fernandez and Gonza-
lez, 1998, Fernandez, 2000rhey differ in that ours focuses on topological paths (not just

8Notation: Whenever a formulais a conjunctiong = Ci A ... A Cy,, we will replaceA by a comma and
write Cq,...,Chp.

*The predicateath_distance™ (pa,p, ¢, I1) is used to represent the fact that the closed intefyas an
estimate of the distance between plap@ndq on pathpa. See page 93.

1%Once a two dimensional frame of reference is created, the center of mass of the different places can be
calculated, and places’ locations can be translated so that their center of mass tgdme
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edges in a graph), metrical information, and it is defined using an axiomatic theory compat-
ible with the previous description of the SSH. In addition, we have not paid attention to the
optimality conditions the hierarchy should satisfy in order to find optimal navigation paths
at the bottom level of the hierarchy. Nevertheless, our specifications of regions has been
implemented using AH-grapi&emolinaet al, 1999.

8.2 Creating Regions

While we have described how to represent regions in the SSH, the question of how the
agent learns such regions is not in the scope of this work. Nevertheless, we consider two
general approaches —metrical and topological— that lead to useful hierarchies in office-like
environments. In the metrical approach, places that are close to each other define a region.
In the topological approach, objects or configurations of objects in the topological map
define regions. For instance, in chapter 6 boundary regions were defined by associating
with a path its left and right regions. The basic algorithm to create a region hierarchy is
presented in figure 8.6 (page 125) . Although the algorithm only uses method (8.7) to
create regions, any combination of methods could have been used.

Metrical approach

In this method, a region is a set of connected places such that if a pjacein r and the
distance fronp to placeg is less than a given threshold, then plads in . Formally,

in-region(p,r) A path_distance(pa,p,q,d) A d < € — in_region(q,r) (8.7)

The next example illustrates the use of this technique.
Example 30

Consider the environment in figure 8.4, where the agent has identified plalcesughh.
Notice that places, ¢, e, f, g are very close one from each other. We can automatically set a
threshold such that these places become a re@om virtue of axiom 8.7 (and the choice
of our threshold) place gets associated to a regiohwhose only place ig. Similarly,
placesd andh get associated with regiord3 = {d} andH = {h}, respectively. Note that
for too large a threshold, or too uniform a distribution of places, all places will fall into the
same region, rendering the resulting region structure not useful.

Once these regions have been created, the(pabhe, ¢, d) can be lifted to the path
(A, B, D) and the pathb, f, g, h) can be lifted to the pathB, H). The resulting topolog-
ical map has two routes and four regions, as illustrated in figure 8.4b. Notice that the path
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Figure 8.4: Places{b, c, e, f, g} are grouped into regio. Distance among places is annotated on the
corresponding edges. (b) shows the resulting abstract map associated with (a).

(a,b,e,c,d) enters regionB at placeb and leaves it at place As for path(b, f, g, h) it
entersB at placeb and leaves it at place

Let's suppose that the heading of pathb, e, ¢, d) at placec is O degrees. A coor-
dinate frame for regioB will indicate then that the heading of path f, g, h) at place g
is about -90 degrees. Consequently, we can deduce that the angle betwedn pBthS)
and(B, H) at placeB is about -90 degrees. The resulting map is indicated in figure 8.4b.
{end of example

Notice that when places are close to each other, it could be the case that the resulting
regions contain places that are very far apart from each other. We can handle this case by
consideringp a constant instead of a variable in axiom 8.7. The resulting method creates
a region around a preselected placd-or example, the region associated with Austin will
correspond to those towns (places) not farther than 30 miles from Austin.

Topological approach

Topological approaches for creating regions identify subgraphs in the topological map that
are “good” candidates for regions. For instance, connected components in the topological
map that will be disconnected when removing a path (bridge) from the map are good can-
didates for regions. Figure 8.5b shows the bridge region map associated with Figure 8.5a.
Each office is represented as a place in Figure 8.5b. Next we illustrate how this transforma-
tion is done in the case of office A.

Consider theopological pathconnecting places 1 and 6 in figure 8.5a. By removing
this path, the subgraph associated with the set of plgt&s3,4,3 (i.e. office A) becomes
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floor 1 floor 1
floor 2 floor 2 I Floor 1
Floor 2
a C

Figure 8.5: (a) Topological map of a two floor building. (b) Bridge region map associated with (a). (c)
Bridge region Map with (b).

disconnectedrom the rest of the map. This fact implies that any route from a place out-
side A to a place in A necessarily includes place 1. “It makes sense” then to identify all
the places in A with place 1 (i.e. create a region associated with A). Notice that we remove
topological paths and not edges in the graph. For example, in figure 8.5a we do not consider
removing the edge between places 6 and 7. In addition, in order to detect regions we only
remove paths of length one. For example, we do not consider removing the topological path
including nodes, 7 ands (i.e. floor 1)1

We still can construct a more abstract map. Notice that removing paths of length one
in the map of Figure 8.5b does not produce new disconnected regions. We then consider
to remove two paths simultaneously with the restriction that the respective ending of the
paths belong to the same other path. For example, consider th& fia¢h the elevator)
connecting places 7 and 9, and the p&ilne. the stairs) connecting places 8 and 10. The
respective endings of these paths are the set of pka&8s and{9,10}. From figure 8.5b
it is clear that places 7 and 8 belong to a same path (i.e. the corridor in floor 1). Similar
conclusion is true for places 9 and 10. By simultaneously removing gatrsd S, the
resulting graph has two connected components (i.e. each floor becomes a component).
These two components give as a result the map in figure 8.5c.

8.3 Using regions to solve spatial problems

Once a region hierarchy is available, some spatial problems among places can be solved by
solving a related problem in terms of the regions associated with these places. For example,
in order to decide whether Austin is south of Boston, we might consider the related problem
“is Texas south of Massachusetts?”. Solving this second problem will be computationally

Hit is not clear at this point how to remove this constraint.
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1. places := set of all places at the topological level.
paths := { pa : on(pa,p), p in places}

2. do until |places| in {0,1}
{
regions = emptyset
newpaths := emptyset

do until (places = emptyset) /* create regions */

{
pick p in places
create a new region r. Declare in_region(p,r)
apply (8.7) until no more places can be grouped in r
places := places \ {p: in_region(p,r}
regions = regions U {r}
Create a frame of reference for r. Assign locations and headings
to places and paths in r.
}
For pa in paths do /* lift paths */
{
if pa has places in at least two different regions
then
{
create a new path pa’. Declare lifted(pa,pa’)
apply lifting axiom (8.1) to path pa’.
newpaths := newpaths U {pa’}
}
}

places := regions
paths := newpaths

}

Figure 8.6:Basic algorithm to create region based topological maps.
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less expensive than solving the original one, once the region hierarchy is created.

The key issue when working with a region hierarchy is to establish what proper-
ties are preserved when moving up and down the hierarchy. These properties will allow
us to establish the soundness of reasoning mechanisms based on regions as well as char-
acterize the typical errors people might make when using regions to infer properties of the
places in them. For instance, in the example above, we assumed that both problems, “is
Austin south of Boston?” and “is Texas south of Massachusetts?”, are equivalent, that is,
our region hierarchy preserves orientation information for places in the re@ioinss and
Massachusetts. Notice that this is not necessarily always the case. For example, infor-
mation of the relative orientation @fexas andLouisiana does not help to decide whether
“Austin is south of New Orleans™?

8.4 Summary

In this chapter we extended the SSH topological level ontology to inckglens Regions

are the basic abstraction mechanism the agent has in order to cope with the large number
of distinctive states (and so topological places) it will identify in the environment. Connec-
tivity relations among regions were defined according to our lifting axiom 8.1, which states
how to abstract the order of places in a path to the order of their corresponding regions in
a route (our name for “abstract” paths). We then defined the distance among regions and
the angle among routes at their intersection places. In both cases, this metrical information
is derived from the metrical information among the places and paths being abstracted to
regions and routes, respectively. In order to do so, we require a region to have a frame of
reference where places in the region are located.

The constraints imposed in the hierarchy of regions and paths do not exclude bizarre
structures. We defined a kind of hierarchies, stratified hierarchies, where it is guaranteed
that any route among regions has associated a sequence of actions at the SSH control level.
We then presented an algorithm to do so.

Finally, we have defined different criteria for automatically creating regions. While
these methods are appropriate for office like environments, we have not addressed the prob-
lem of what criteria should the agent use, when should it use them, and how does the agent

12[Stevens and Coupe, 197&udy illustrates how people incorrectly uses these hierarchies by making con-
clusions like “San Diego is west of Reno NV” since “California is west of Nevada”.
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obtains such criteria. Our approach has been completely pragmatic and the goal has been
to devise criteria and algorithms for use in robotics.
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Chapter 9

Implementation

The goal of this chapter is to illustrate the use of the theoretical ideas presented through this
dissertation, as well as to present some problems and techniques not covered by the theory
but required for its successful implementation (for instance, how to implement control laws,
views, etc.).

Implementing the SSH control level requires one to define a set of control laws and
a transformation from sensory input to views. Once this has been done, a set of schemas can
be generated by exploring the environment. This set of schemas constitutes the input for the
other levels of the SSH. In this chapter we describe the SSH control level implementation,
and describe the learned maps in two particular environments: a rectangular environment
(Section 9.5.1) and Taylor Hall second floor (Section 9.5.2). The first environment illus-
trates how boundary information is used to handle view aliasing. The second environment
illustrates the kind of map learned in a natural office-like environment. In addition, we de-
fine an algorithm to track the different causal and topological maps associated with a set of
experiences (if more than one map exists!).

The SSH's implementation described in this chapter has been carried out in Vulcan,
our wheelchair robot (Section 9.1). In section 9.2 we describe the control laws used in
our experiments. How to define views is described in section 9.3. Section 9.4 presents
our implementation of the causal and topological levels. Finally, we present a trace of the
exploration of the rectangular and Taylor Hall second floor environments in section 9.5.
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9.1 Wulcan

The experiments and algorithms described in this chapter have been implemented in Vulcan,
our wheelchair robot (Figure 9.1). The wheelchair base is a Tinman Il from the KISS In-
stitute for Practical Robotics This is a Vector Velocity wheelchair, retrofitted with twelve
infrared proximity sensors, seven sonars, two laser rangefinders, and a small embedded
computer which manages the drive systems and collects input from the sensors. The prin-
cipal on-board computer is a dual processor Pentium Pro machine running Debian Linux.
Two frame grabber cards allow us to acquire images from dual-monocular or stereo image
processing. User interaction (other than joystick commands) is handled through a laptop,
also running Linux, which is connected to the main computer via an on board Ethernet net-
work. Two CCD cameras provide our system’s visual input, with each camera mounted on
a directed perceptions pan-tilt head.

Figure 9.1:(a) Vulcan, our wheelchair robot. (b) Laser rangefinders configuration.

In the experiments, only the laser rangefinders have been used for sensory in-
put. A laser reading provides information about the actual distance measured by a laser
rangefinder. We assume that the robot has an egocentric frame of reference w.r.t. which the
location of objects is determined. Hereafter, we assume this system of coordinates is such
that the positivex axis extends forward and the positiyeaxis extends to the left. Thus,
positive angles are to the left, negative angles are to the right, and angle zero is straight
ahead.

http:/www.kipr.org .
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9.2 Control laws

In this section we describe our boundary following and hill climbing control laws. A bound-
ary following control law keeps the robot at a given distance from an object while moving
along the object’'s boundary. In our examples, the objects correspond to walls in the envi-
ronment, though the robot does not know of the existence of such objects. Hill climbing
control laws localize the robot within its current local neighborhood (see section 9.2.3, page
134).

Our boundary following control law specifies the value of the controlled variable

(the robot’s rotational speed) according to the rule

1

w = —[—kevb — kee] (9.1)

v
where the observed variablesf andv are defined as follows is the difference between
the distance to the object and the desired distance to keep from the éligetbie orientation
w.r.t. the boundaryy is the forward velocity (figure 9.2). The constraint

_ kg
4
guarantees that the system is critically damped.

ke

Figure 9.2:The robot is at positiofiz, y) and orientatior. e = y — ya, Whereyy is the desired distance
from the wall

Rule 9.1 is used to obtain different behaviors: follow a wall, follow a corridor, go
through a doorway, hill climb to a corridor intersection, etc.. In all these cases, a different
observeris used to calculate the values ©find 6 needed by 9.%. The function of the
observer is twofold: first, it is in charge of filtering noisy data from the sensors, match an
object model (if exists), and calculate the values ahdf. Second, the observer determines
the applicability associated with the control law. Figure 9.3 illustrates the general observer
architecture we use in our implementation. In the next subsections we describe the wall
following, corridor following, go through doorway and hill climb to intersection behaviors.

2In our implementation the value ofis kept constant.
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Figure 9.3:0bserver architecture.

9.2.1 Following a wall/corridor

In order to calculate the values @andd line segment representing the wall(s) are identified

in the rangefinder data. The parameters defining these line segments are used to calculate
e and 6 (see figure 9.9, page 139)In section 9.3.1 we present our algorithm to extract

line segments from rangefinder data. In order to use this algorithm, one specifies the laser
rangefinder angular sector defining the set of scans that will be considered when extracting
a segment. For example, a left wall will be associated with the angular 46t 35°)

while a right wall is associated with-135°, —45°). Figure 9.4 illustrates how a corridor is
perceived by the robot’s laser scanners.

b

Figure 9.4:(a) A typical corridor scenario. (b) Two dimensional plot of the laser scan associate@ayvith
and its corresponding segments.

In order to initially identify the position of the wall(s) to follow, the robot selects

3Letp andd’ be the parameters defining a line segment as in figure 9.9. Then, when following a boundary
on the robot’s righte = p — y4 andd = —@', wherey, is the desired distance from the boundary.
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the largest segment on the right (and left) whose angle is about zero and whose distance
from the robot location is less than 2(meters). After thataekeris assigned to each wall
so that the agent can easily decided when the walls disappear.

Different implementations of the tracker are possible. The simplest one corresponds
to storing the parameters of the line segment representing the wall being tracked, and se-
lecting as the current wall model the “closest” line segment to the stored parameters. In
order to make this implementation more robust, the tracker does not calewdaty di-
rectly from the segment parameters, but uses these parameters and other information (e.g.
previous values of these parameters, a model of the boundary) to calculate an estimation for
e and@. This estimation can use a median or mean filter in bo#imd6* [Gonzalez and
Woods, 1992 or aKalman filter[Gershenfeld, 199%ssociated with rule 92.In the last
case, this Kalman filter is derived as follows: for small value#® ofe have thae = v6,
which allow us to write the dynamical system associated with this controller as

1]l

_ _ ke
A = [ kv =% ] 9.3)
v 0
We can obtain a discrete system as
xt+5t = (I + A(St)l‘t (94)
6 : . .
wherez; = | ' |. Moreover, we assume that there is some noise in the praegssith

€t
constant distribution procegs. Thus, the dynamical model of our Kalman filter is defined

by
Ti+é, = (I + A(St)mt + th (95)

As for the measurement model of the Kalman filter, we assumeethatl§ can
be observed (since they are derived directly from the line segment parameters), and conse-
guently the reading at timg z;, obeys the equation

Zt = Il‘t+1}t (96)

wherev; is the measurement noise, which we assume has constant covakiance

“In our experiments we use a window size of three values, so we store the last two values of &y
new one, and output the median (mean) of these three values.

SThis filter step is different from the one shown in figure 9.3. There, a filter is applied to the raw laser data,
while here, afilter is applied to the line segment parameters.
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9.2.2 Going through doorways

A doorway can be described by a given configuration of line segments, for instance, two
collinear segments with “open space” between them, or as two perpendicular segments with
“open space” between them. The condition of two segments being collinear or perpendicu-
lar can be checked from the corresponding segment parameters. To check that “open space”
exists between two segments, one has to choose the end points of the segments that define
the doorway, and then to check for “large” rangefinder readings between these two points.
As an example of a doorway described by two perpendicular segments with “open space”
between them, consider a robot facing a door as in figure 9.5. As an example of a doorway
described by two collinear segments with “open space” between them, consider a robot fac-
ing a door as in figure 9.6.

Figure 9.5:The robot is facing a door from inside a room toward a corridor. On the right a two dimensional
plot of the laser scan with an extra line indicating the bisector of the doorway recognized by the robot. The
rightmost figure shows the segments used to detect the doorway. A doorway is recognized by finding two
perpendicular segments with open space between them.

Figure 9.6:The robot is looking inside a room from a corridor. On the right a two dimensional plot of the
laser scan with an extra line indicating the bisector of the doorway recognized by the robot. The rightmost figure
shows the segments used to detect the doorway. A doorway is recognized by finding two collinear segments
with open space between them.
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In order to go through a doorway, the bisector of the doorway is used as the bound-
ary to follow. This idea works not only for doorways but for going through open space in
general: for instance, for the robot to get into a corridor (figure 9.7), the two corners defin-
ing the corridor (which are the two closest minima in the rangefinder readings) can be used
as landmarks such that the bisector of the line connecting them defines the line to follow.

9.2.3 Hill Climbing

Hill climbing strategies localize the robot with respect to its local neighborhood. After
hill climbing the robot will be at the distinctive state associated with the environment state
where the hill climbing was started. Theoretically, this distinctive state corresponds to the
hill climbing control law’s fixed point. However, in practice it is not always possible to
reach the fixed point exactly. An approximation to this fixed point is appropriated as long
as one guarantee that the robot recognizes the same view after hill climbing to the same
distinctive state (see example 31, page 140).

For the purpose of this dissertation we implemented a general hill climbing control

law that place the robot equidistant from three or more objects. The main issue when im-
plementing this control law is that the robot does not know in advance the location of these
objects, nor do these objects necessarily appear in its current sensory horizon (the robot
cannot "see” all the closest objects at once). Consequently, the robot has to create a local
frame of reference where it localizes (by using odometry) and sensory input is integrated
over time. Next we illustrate the general method in the case where the robot hill climbs to
a corridor intersection after detecting the end of a corridor (see Figure 9.7).

1. A frame of reference is created.

2. The robot orients itself facing in the direction perpendicular to the line segment link-
ing the contact points of the two closest objects. dgetienote the resulting orienta-
tion (w.r.t. to the local frame of reference).

3. Sensor readings are integrated into the current frame of reference and the distances
to the closest objects are calculated. If three or more objects are equidistant, then the
robot stops and the algorithm goes to the next step. Otherwise, the robot follows the
perpendicular bisector of the segment linking the contact points of the two closest
objects. The control law used for this purpose is as in equation 9.1. The values of
e and @ are calculated from the location of the robot as well as the location of the
contact points of the two closest objects. This location is the one in the local frame of
reference. The robot’s location in the frame of reference is updated using odometry.
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Figure 9.7:Hill climbing to a corridor intersection. The top row illustrates two views of the initial robot
location before hill climbing. The bottom row illustrates the corresponding views after hill climbing.

The robot keeps moving until a third object is detected or until it has traveled more
than a given distance threshold.

4. Once the robot stops, the contact points of the closest equidistant objects are ordered
according to their orientation with respect to the local frame of reference. The angles
(orientation) of these contact points as long as the bisector of the angles between
consecutive contact points are considered, and the robot reorients by facing the angle
closest tdd,.

The last step of the algorithm is necessary so that the robot keeps as much as pos-
sible the same orientation as when it started the hill climbing. In office-like environments
this step maximizes the chances that a travel action can be executed from the resulting dis-
tinctive state, and consequently paths with more than two places (i.e. corridors) can be
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identified® For instance, when hill climbing in a T intersection as described in figure 9.8,
the robot will change its orientation while localizing the third closest object (cdriar

the figure). If the robot does not reorient, a distinctive state will be created with the robot
facing directly into corneB. No travel action can be executed from this distinctive state
and consequently no corridor will be identified.

|

(@ (b) (c)

Figure 9.8:Hill climbing in a T intersection. The robot starts having as reference object caraed wallW.
While keeping equidistant from these two objects, it detects c@n€he robot proceeds until it is equidistant
from objectswW, A andB. Finally, the robot reorients facing the bisector of the angle determined by oljects
andB, which is the closest orientation to the one when starting the hill climbing.

In the algorithm implementation, an object corresponds to a line segment extracted
from the local map created while doing the hill climbing. The local map is implemented
as an occupancy gri€lfes, 1987, Thrun, 1998 The robot location as well as the sensory
integration is done according to the standard occupancy grid equéfibns, 1998. In
order to extract line segments (features) from the local map, a Hough transform method was
used[Vandorpeet al,, 1996, Anousaki and Kyriakopoulos, 1999This method is widely
used in image processing in order to extract the edges from a camera[@mysalez and
Woods, 199

The general hill climbing strategy overcomes some of the limitations of the hill
climbing implementation proposed by Léeee, 1996. In Lee’s work, an automata de-
scribes local environment transitions as sensory information (sonar readings) become avail-
able to the robot. The final states of such automata correspond to the “type” of local envi-
ronments the robot can recognize. The method here proposed does not assumes particular
types of local environments, but rather assumes the existence of more powerful sensors
(laser rangenfinders), which combined with standard technigues to represent local environ-

®This last reorient step was missing in Lee’s SSH implementdtier, 1996.
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ments allow the robot to keep track of objects not visible in the current sensory image.
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9.3 Views

Each distinctive state has associated a view symbol representing what the distinctive state
“looks like”. In order to create such view the agent examines the sensory input associated
with the distinctive state neighborhood. Views are created by considering the set of seg-
ments associated with the rangefinder scan at the agent environment |dcatixt. we
describe our implementation and provide some experimental results (see example 31, page
140) showing the appropriateness of the method.

Each laser scan has associated a sequence of line segiisents. ,ls,) which
constitutes its view representation. This sequence of segments is found by extracting the set
of line segments associated with the scan (see Section 9.3.1), and ordering them according
to their angle.

The problem of finding how similar two scans are is reduced to the one of finding

how similar two finite sequences of line segments areedbeddindgrom (Is1y,...,1s1y)
into (1s24,...,1s2,,) is anincreasingfunction from a set irchoose(min(n, m),n)° into
{1,...,m}. The goodness of an embeddiang defined as follows:
min(n,m)
Good =— im(lsl;, 182, 9.7
oodness(e) - Zz:; sim(ls1;,152¢;)) (9.7)

wheresim(l1,12) is a positive function returning a value 6, 1] indicating how similar
line segments$l andi2 are. We will provide a definition fogim later.

The similarity ofsl = (Isly,...,ls1l,) W.rt. s2 = (124, ...,1s2,,) IS given by
Sim(sl, s2) = max Goodness(e)

the value of the best embeddingsdfinto s2. Finally, the match betweetri ands2 is given
by
match(sl, s2) = min(Sim(sl, s2), Sim(s2,s1)) .
In order to calculatenatch(sl, s2) an adaptation of théongest common subse-
quencesalgorithm can be doneCormenet al,, 1993. Next we define how to compare line

"Different methods can be considered to create such view: create an occupancy grid of the dstate neigh-
borhood, train a neural net, etc.. J@rickett and Nehmzow, 200@or a comparative study of these different
methods.

8The work in this section is joint effort with Micheal Hewett.

®Choose(k,n) denotes the subset§bf. . ., n} that havek elements.
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segments.

Each line segment is described by four parameierg, [, mp) wheref is the angle
in [—, ] of the line normal measured with respect to xrexis, p is the signed distance of
the line to the origin (see figure 9.9)denotes the length of the segment, ama denotes
the midpoint coordinates of the segment.

x1lyl

X2,y2

> X

Figure 9.9:p-6 representation of a line.

The similarity between two line segmeits= (p1, 01,11, mp1) andi2 = (p2, 02, l2, mps),
sim(11,12), is defined as follows:

sim(11,12) = mean(fq(a1,a2)), a € {p,0,l,mp} (9.8)

where the different functiong, are normal distributions functions, each with their own
mean and standard deviation:

fa(z,y) = N(ta,00)(z —y) -

In general it is the case that the robot is off by an angle every time it hill climbs to
the same distinctive state. Consequently, two configurations of segments associated with a
distinctive state neighborhood will have to be rotated before the view matching described
above. We take into account this rotation by considering the function

match*(sl, s2) = min(Sim*(sl, s2), Sim*(s2, s1)) ,

where
Sim*(s1,s2) = max, gGoodness*(e,§) ,
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1 min(n,m)
Goodness*(e,0) = - ; sim(lslf,ls2e(,~)) ,
and!’ denotes the line segment resulting of rotatingy an angled. The next example
illustrates the appropriateness of the view matching defined in this section.

Example 31

Figure 9.10 illustrates different segment configurations associated with the distinctive state
resulting of hill climbing to a corridor intersection (see figure 9.7, page 135). Table 9.11
shows the similarity values for these different configurations.

The values in table 9.11 represent the intraclass similarity corresponding to the view
(class) associated with the distinctive state. In this table, scan 3 is taken at the ideal distinc-
tive state location: the wheelchair perfectly aligns with the corridors (see figure 9.7, page
135). Notice how the similarity values decrease as the orientation changes with respect to
scan 3. Forinstance, scans 1 and 5 differ by abotand their similarity value is onlg.58.

While not shown, we have found that for most of our experin@etits an appropri-
ate threshold for deciding whether two segment configurations correspond to the same view
(class). As illustrated in section 9.5.2 (page 176), this threshold is way above the similarity
values obtained for scans taken at different distinctive states (i.e. extra-class similarities).
While it is an interesting problem to formulate how the agent learns this threshold, or for
that matter, how it decides how many classes (views) should be associated with its sensory
input at distinctive states, that learning task is out the scope of this work.
{end of example
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Figure 9.10:Different laser range-finder images at the same distinctive state neighborhood associated with
a corridor intersection (figure 9.7, page 135).
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Scan| 1 2 3 4 5 6 7 8 mean

1 1.0 | 0.86| 0.76| 0.78| 0.58| 0.75| 0.71| 0.71| 0.65
0.86| 1.0 | 0.77]| 0.77]| 0.56| 0.73| 0.78 | 0.67 | 0.66
0.76 | 0.77| 1.0 | 0.87|0.81| 0.71| 0.62| 0.63| 0.69
0.78| 0.77| 0.87| 1.0 | 0.77]| 0.65| 0.57| 0.60| 0.64
0.58| 0.56| 0.81| 0.77| 1.0 | 0.61| 0.59| 0.69| 0.66
0.75| 0.73| 0.71]| 0.65| 0.61| 1.0 | 0.80| 0.86| 0.64
0.71| 0.78| 0.62| 0.57| 0.59| 0.80| 1.0 | 0.76| 0.64
0.71| 0.67| 0.63| 0.60| 0.69| 0.86| 0.76| 1.0 | 0.63

0O~NO O h WN

Figure 9.11:Similarity values for each pair of configurations in figure 9.10.

9.3.1 Line segment extraction

In this section we describe our algorithm to extract line segments from a laser rangefinder
scan. Let denote a laser reading. We use the following notation to refer to the information
associated with: range(r) denotes the value (distance) returned by the laser rangefinder,
angle(r) denotes the angle in the robot’s egocentric frame of reference associated with the
rangefinder location, anploint(r) denotes théz, y) coordinates in the robot’s egocentric
frame of reference associated with the vector definedalge(r) and angle(r) A laser
scanis an ordered sequence of laser readings. The readings in a laser aeaardered

such that thengle(s(i)) < angle(s(i + 1)). That is to say, readings in a scan are ordered
right to left w.r.t. the robot’s frame of referené®.A line segment I$s represented by its

pair of extreme pointépl(ls), p2(ls)).

Our algorithm to find the set of segments associated with a laser scan is as follows:

=

. Identify qualitative clusters in the scan ranges.

2. Associate a segment with each identified cluster.

3. Merge consecutive collinear segments.

4. Remove segments whose length is less than a given thrésheld_segment_length.

5. Merge consecutive collinear segments.

Quialitative clusters in a laser scan are identified by finding discontinuities, local
maxima and local minima in the scan ranges. Noise in the laser data is taken in account

1%The readings in a scan could have been ordered left to right. The important assumption is that they are
ordered.
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when identifying these clusters. Discontinuities are detected by finding laser readings that
are close in the angle dimension but whose ranges are farther apart than a given threshold
k_discontinuity_jump.

Local maxima and minima are detected by considering the range of a laser read-
ing as a function of the angular sector’s length associated with the scan. In order to identify
monotonic (i.e. increasing, decreasing, or constant) regions in the data we adapted the qual-
itative filtering algorithm proposed ifKay et al, 1999, Rinner and Kuipers, 1999This
algorithm uses a window df_window_size consecutive readings to determined the differ-
ent trends in the data. Whether a trend is declared to be increasing, decreasing or constant,
is determined by comparing the slope of points in a window against a threshati dev.

For each cluster in the laser scan, a segment is created by finding the least square fit-
ting of the two dimensional set of points associated with the readings in the cluster. Clusters
are ordered by the angle associated with their corresponding laser readings. The segments
associated with each cluster preserve this order. This order is important since at the merg-
ing step of the algorithm we merge consecutive collinear segments, rather than arbitrary
collinear segments.

Consecutive close collinear segments are merged to form new segments.
Collinear segments whose distance is less than a given thregholdrge_distance
are merged. A tolerance in the angledollinear_angle threshold) and distance from
the origing_collinear_range_threshold) are used to decide whether two segments are
collinear.

Once segments have been created, we remove those whose length is less than
k_min_segment_length. Itis possible that by removing a segment two different segments
become consecutive collinear segments. To care for this case, we apply the merging step
one more time.

Example 32

Suppose the robot is facing a wall straight ahead as indicated in figure 9.12a. When
plotting the laser readings in a two dimensional plane we can observe three segments defin-
ing the local environment of the robot (see figure 9.12b).
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Figure 9.12:(a) The robot is facing a wall straight ahead. There is an artificial wall on the left and a book
shelve on the right (not seen in the picture). (b) On the left a two dimensional plot of the laser rangefinder scan
associated with the environment in a. On the right, the corresponding four segments extracted from the laser
scan

Figure 9.13a shows the result of plotting left to right the laser readings. The cor-
responding trends associated with this data are shown in figure 9.13b. In the laser range
domain the left wall is sensed by a decreasing trend in the range (laser indexes 10 to 25),
reaching a minimum at the closest point on the robot’s left (laser indexes 26 to 28) , follow
by an increasing trend in the range which ends at the corner between the left and front wall
(laser indexes 28 to 100).

26 26
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Figure 9.13:(a) Laser readings associated with the robot location in 9.12. (b) Clusters associated with the
laser readings.

Once the different trends in the ranges are detected, their boundaries define clus-
ters to which line segment are associated. These line segments are usually part of a final
segment to be extracted. The algorithm’s merging step puts these different parts together.
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For example, the left wall in figure 9.12 has associated three clusters indicated by the laser
indexes 10, 25, 28 and 100. The resulting segments associated with these clusters are all
collinear, and consequently merged into one segment.

{end of example

Example 33

In order to identify qualitative clusters in the scan ranges, first we detect discon-
tinuities (jumps) in the data. These discontinuities define clusters of readings on which
decreasingincreasingor constanttrends are detected. These trends are the only patterns
in the data used to define segments. While example 32 may suggest that it is possible to
associate a segment with more complex patterns in the data (e.g. “U” patterns), this is not
necessarily the case. For instance consider the case in which the robot has partial access
to different rooms (figure 9.14a). Figure 9.14b shows the laser rangefinder data and the
segments found by the algorithm.

As shown in figure 9.15a, the laser ranges have discontinuities and some walls are
not perceive in a “U” pattern as in example 32. However, the different up, down, and con-
stant trends in the data do define part of the segments to be extracted. Whether two trends
are part of a same line segment is decided by assigning line segments to each trend and then
checking for these segments to be collinear.

{end of example
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Figure 9.14:(a) A robot has partial access to different rooms. (b) The extracted segments.
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Figure 9.15:(a) Laser readings associated with the robot location in 9.14a. (b) Clusters associated with the
laser readings.
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9.4 Causal/Topological/Metrical levels

In this section we present an implementation for calculating the SSH causal and topologi-
cal maps (i.e. models of the theori€§'(E) andTT(E) respectively). The SSH metrical
level algorithms were presented in chaptét A logic program implementing the circum-
scriptive theory defining the SSH causal level (Chapter 4) is presented in section 9.4.1. It
is possible to calculate the models Bf'(E) by a logic program similar to the one used

for CT(E). However, the number of grounding rules associated with such a program turns
out to be prohibited for practical applications. Fortunately, the problem of calculating the
models of T'(E) can be stated as‘dest first” search. In section 9.4.2 (page 152) we
present this algorithm.

9.4.1 Using Logic Programming to implement the SSH causal level

Given a set of experiencds, the models of the theoyT'(E) ( Chapter 4, page 26) indicate
under what circumstances it is possible to consider two distinctive states as referring to the
same environment state. In order to calculate these models, we define a logic program
whose answer sef&elfond and Lifschitz, 1991are in a one to one correspondence with
the models oC'T'(F).1? Recall that the theor@ T (E) is defined as follows:

COMPLETION(E)
Azioms 4.1 — 4.22,
(ds,a,ds"y A (ds,a,ds") — ds" = ds"
CEQ_block =
{ maz ceq:
ceq(ds, ds),
ceq(dsy,dss) — ceq(dssz,ds1),
ceq(dsy,dsa) A ceq(dsa,ds3) — ceq(ds1, dss),
eq(ds1,ds2) — ViewAt(dsi,v) = ViewAt(dssz, v),
ceq(dsy,dss) A (ds1,a,dsy) A (dss,a,dsh) — ceq(ds], dsh)

}

The logic prograniI we will consider is defined as follows:

Q

p(X7 Y’ X? Y) (_
p(X,Y,X2,Y1) « p(X,Y,X1,Y1),ceq(X1,X2).

"The use of metrical information while building the topological map is illustrated in section 9.5.1, page 169.

2The logic program is implemented in Smodédtiemeki and Simons, 1997 The output produced by
Smodels is parsed in order to keep track of the different SSH causal models associated with a set of schemas.
See an illustrative trace in example 34.
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p(X,Y,X1,Y2) +« p(X,Y,X1,Y1),ceq(Y1,Y2).
p(X,Y,X2,Y2) « p(X,Y,X1,Y1),es(X1, 4, X2),cs5(Y1, A, Y2).
p(X,Y,Y1,X1) « p(X,Y,X1,Y1).
p(X,Y,X1,Y2) « p(X,Y,X1,Y1),p(X,Y,Y1,Y2).
dist(X,Y) + p(X,Y,X1,Y1),viewAt(X1,V),not viewAt(Y1,V).
dist(X,Y) + p(X,Y,X1,Y1),not viewAt(X1,V),viewAt(Y1,V).
+— not ceq(X, X). (9.9)
+— ceq(X,Y),not ceq(Y, X). (9.10)
+— ceq(X,Y),ceq(Y, Z),not ceq(X, Z). (9.11)
— ceq(X,Y),viewAt(X,V),not viewAt(Y,V). (9.12)
+— ceq(X,Y),not viewAt(X, V), viewAt(Y, V). (9.13)

— notceq(X1,Y1),ceq(X,Y),cs(X, A, X1),cs5(Y,A4,Y1). (9.14)

+ not ceq(X,Y),not dist(X,Y). (9.15)

where the variableX andY range over distinctive states and the variabbleanges over
views. Rules 9.9-9.11 requireq to be an equivalence class. Rules 9.12-9.14 are the coun-
terpart of the axioms insid€ EQ _block. In order to define the maximality condition efq,

the auxiliary predicate(X,Y, X1,Y1) is introduced. This predicate reads“#s X and

Y were the same, the 1 andY 1 would be the same"The predicatelist(X,Y) defines

when distinctive stateX andY are distinguishable. Constraint 9.15 establishes the maxi-
mality condition orceq: ceq(X,Y") should be the case unleXsandY are distinguishable.

In appendix F (page 236) we prove that the answer sets of this logic program represents the
different SSH causal models.

Example 34

Consider the environment depicted in Figure 9.16. The agent visits the different distinctive
states as suggested by their numbers in the figure. Assume that the different corners have
the same views (i.e. view(1l) = view(4)=view(8), view(3) = view (7) = view (11)). Be-

low we show a trace of our algorithm illustrating how we keep track of all possible worlds
consistent with the agent’s experiences. Recall tfigtalgorithm uses only causal infor-
mation The building of the topological map will be described in section 9.4.2 (page 152).
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For the purpose of the example, we generate a new distinctive state every time the agent
experiences a view (for instance, distinctive stateand2 both occur at the same physical

environment state).
—1 ?—%—v {2,10} {4’12'—0—0} (3,11}

6

8

]

Figure 9.16: T-environment used to illustrate how the different SSH causal models evolve as the agent
navigates the environment. The numbers shown are the dstates, not the views.

break[9]=>(set! tour3 '(v1 ml v2 ml v3 turn-a vl ml v4 turn-l v5
ml v3 turn-a v1 ml v6 turn-r v2 ml v3 turn-a v1))

break[10]=>(process-tour tour3)

Adding new Schema <SCHEMA-1:: (DS-1,vl), ml, (DS-2,v2)>
Checking for Inconsistent worlds

- [world:: ] << Causally consistent >>

Current Worlds

1 [world:: ]

For each world we only show theq equivalence classes that contain more than
one distinctive state. In particuldworld:: ] denotes the world where all distinctive
states are different.

Adding new Schema <SCHEMA-2:: (DS-2,v2), ml, (DS-3,v3)>
Checking for Inconsistent worlds
- [world:: ] << Causally consistent >>

Current Worlds

149



1 [world:: ]
Adding new Schema <SCHEMA-3:: (DS-3,v3), turn-a, (DS-4,v1)>
Checking for Inconsistent worlds

- [world:: ] << Causally consistent >>

Current Worlds

1. [world:: (DS-4 DS-1)]

At this point the agent cannot distinguiBts-1 from DS-4 , and so the agent has
only one model of the world where these two distinctive states are the same.

Adding new Schema <SCHEMA-4:.. (DS-4,vl1), ml, (DS-5,v4)>

Checking for Inconsistent worlds

- [world:: (DS-4 DS-1)] << Causally Inconsistent >>

>> Not Eq relations learned >>> {not-eq:{DS-1:: (DS-4)} {DS-4:: (DS-1)}}

Current Worlds

1 [world:: ]

Once the agent travels frodS-4 to DS-5 and observes view 4, distinctive states
DS-1 andDS-4 become distinguishable, since executing starting atDS-1 takes the
agent to a distinctive state with vieW2 which is different fromV4. In addition, the agent
learns that in any possible worl3S-1neqDS-4.

Adding new Schema <SCHEMA-5:: (DS-5,v4), turn-l, (DS-6,v5)>
Checking for Inconsistent worlds

- [world:: ] << Causally consistent >>

Current Worlds

1 [world:: ]

Adding new Schema <SCHEMA-6:: (DS-6,v5), ml, (DS-7,v3)>
Checking for Inconsistent worlds

- [world:: ] << Causally consistent >>

Current Worlds
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1 [world:: (DS-7 DS-3)]
Adding new Schema <SCHEMA-7:: (DS-7,v3), turn-a, (DS-8,v1)>
Checking for Inconsistent worlds

- [world:: (DS-7 DS-3)] << Causally consistent >>

Current Worlds

1 [world:: (DS-8 DS-4)(DS-7 DS-3)]
2 [world:: (DS-8 DS-1)]

Notice that multiple possible worlds are created once the agent reB&8s In
the model in whichDS-7 =verb+DS-3+, verb+DS-8+ has to leq to verb+DS-4+ since
actions are deterministic.

Adding new Schema <SCHEMA-8:: (DS-8,v1), ml, (DS-9,v6)>

Checking for Inconsistent worlds

- [world:: (DS-8 DS-4)(DS-7 DS-3)] << Causally Inconsistent >>

>> Not Eq relations learned >>> {not-eq:{DS-4:: (DS-8)} {DS-8:: (DS-4)}}
- [world:: (DS-8 DS-1)] << Causally Inconsistent >>

>> Not Eq relations learned >>> {not-eq:{DS-1:: (DS-8)} {DS-8:: (DS-1)}}

Current Worlds

1 [world:: ]

Once the agent travels ©S-9 only one world is possible, the one in which all
distinctive states are indeed different.!!

Adding new Schema <SCHEMA-9:: (DS-9,v6), turn-r, (DS-10,v2)>
Checking for Inconsistent worlds

- [world:: ] << Causally consistent >>

Current Worlds

1 [world:: (DS-10 DS-2)]

Adding new Schema <SCHEMA-10:: (DS-10,v2), ml, (DS-11,v3)>

Checking for Inconsistent worlds
- [world:: (DS-10 DS-2)] << Causally consistent >>
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Current Worlds

1 [world:: (DS-11 DS-3)(DS-10 DS-2)]
2 [world:: (DS-11 DS-7)]

Adding new Schema <SCHEMA-11:: (DS-11,v3), turn-a, (DS-12,v1)>
Checking for Inconsistent worlds

- [world:: (DS-11 DS-3)(DS-10 DS-2)] << Causally consistent >>
- [world:: (DS-11 DS-7)] << Causally consistent >>

Propagate-not-eq
Current Worlds
1 [world:: (DS-12 DS-8)(DS-11 DS-7)]

2 [world:: (DS-12 DS-1)]
3 [world:: (DS-12 DS-4)(DS-11 DS-3)(DS-10 DS-2)]

All the models above are possible since at the causal level turn and travel actions do
not convey any spatial meaning. Should we consider topological information, only model
3 above will be possible (see example 15, page 53).

{end of example

9.4.2 Calculating the models of TT(E)

The algorithm for calculating the models B(E) can be stated as‘best first” search-3

The states of the search correspond to partial modelBT(E).1# At each step of the
search a schem@is, a,ds’ ) has to be explained. Either the identitydf can be proved
or a search branch is created for every previously known distinctive dtathat can-

not be proven to be different fronds’.t> In the branch wherels! Y ds' is the case,

teq teq
ds}; # ds', i # j are also assertéd. An additional brach is created wheie’ = ds’; are
asserted. This branch represents the possibilitydklas indeed different from previously

13The models of'T(E) correspond to the topological maps associated with a set of experighcBee
chapter 5, page 36.

1A partial model of'T(E) is a model of'T (E'), for someE’ C E.

SWe assume that at each state of the search, the identity of the schema’s contéxtifi.éds, a, ds’ )) is
known.

16The notationds; ted dss states thatls; andds» are “equal” according to the equivalence relatien.
Recall thateq plays the role of equality in the theo®yT'(E).
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known dstates. The next state to explore is the one that is minimal according to the order
associated with the circumscription policy f6fl’(E). This search algorithm is described
in figures 9.17 and 9.18.

Find-Models (Schemas S)
{

S =sg,...,8, ; Sequence of schemas such that

5 result(s;) = context(s;y1)

;; pmodels-to-explore = ordered queue of partial models to explore.

:: models = list of total models for S.

pmodels-to-explore 9 ;

models =) ;

pmodel = create-new-pmodel(S);

insert(pmodel,pmodels-to-explore) ;

while pmodels-to-explore () do

begin
pmodel = get-next-pmodel(pmodels-to-explore);
s = get-next-schema(pmodel);
Explain(pmodel,s) ;
if (inconsistent(pmodel)/ has-extensions(pmodel)) then skip;
else if total-model(pmodel) then insert(pmodel, models);
else insert(pmodel,pmodels-to-explore);
end
return models;

}

Figure 9.17: Best first search algorithm used to calculate the models of TT(E)The ordered queue
pmodels-to-exploreontainsconsistenpartial models (pmodels) to be expanded. At each step of the search, a
minimal partial model is picked and the next schema from its list of associated schemas is explained. A pmodel
has extensions when a branch has been created while explaining a schema. A pmtatal-ismiadelwhen it

has no more schemas to explain. Figure 9.18 defines how a pmodel explains a schema and when extensions are
created.

1A search state is implemented by a partial mogehodel Branches in the search are represented by
creatingextensiongor the current search state (pmodel). Thatodel’ is an extension gbmodel implies that
pmodel’ inherits frompmodel all known objects and facts. Partial models are described in page 155.
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Explain (pmodel, s)
{;; sisascheméds,a,ds’)
candidates £ };
branches = false;
if = known-result(pmodel,s)
then begin
candidates = possible-equal-dstates(pmodel,s);
if candidates# {}
then branches = create-possible-extensions(pmodel,s,candidates)
end
if — branches then Assert-schema (pmodel,s);
¥
Known-result(pmodel, s)
{;; sis aschemads,a,ds")
;; The notatiorvbj € pmodel indicates that objecibj is
;; known in the partial modetmodel.
returnds’ € pmodel V 3 ds* € pmodel [( ds*,a,ds™ ) € pmodel A ds* 9 gs)
}
Assert-schema (pmodel, s)
{;; sisascheméds,a,ds’). dsis known inpmodel
asserts € pmodel;
if = known-result(pmodel,s)
then begin
assertds’ € pmodel;
Create places and paths needed to explain
end
else begin

pick ds"™ s.t. Ads* € pmodel [ds* "9 g5 A (ds*,a,ds™) € pmodel} ;

assertds' P2 g+ -

end

Figure 9.18:Explaining a schema known-result(pmodel,s £ds, a,ds')) is the case when the equality
class fords’ can be deduced in the partial mogehodel. Possible-equal-dstates(cntxrgfurns dstates known
in pmodel, having the same view af' and that cannot be proven different frate’ in pmodel. For each
ds" € candidates, create-possible-extensions(pmodel,s,candidate=tes an extension pinodel where
ds' ¥ ds" is the case. If some of these extensions are consistentctbate-possible-extensioatso creates
an extension wherés' is different from the dstates icandidates In this last case the function returifialse
otherwise it returngrue. If not extension is created, thens asserted ipmodel. This accounts to declats’

to be known inpmodel and create the places and patps that explaiccording to the axioms of the topological
theoryTT (E).



The three key steps in the search are (figure 9.18): creating a set of possible can-
didates to branchppssible-equal-dstatgsgenerating a set of extensions when needed
(create-possible-extensignsand explaining a schema in a given partial modedsért-
schem@ Another important issue is to detect when a partial model becomes inconsistent.
We use the predicat@consistent(pmodel) to denote this fact and the rdfe

pmodel

del ) .
PREyne #  y— inconsistent(pmodel) .

X

In the next sections we will show how to rewrite the axioms in the topological theory so
they can be fed to a theorem prover to deduce equality and inequality refstibnsection
9.4.3 (page 161) we present an illustrative trace of the algorithm.

Partial Models

In addition to a list of schemas to explain, a partial model has associated a set of SSH
objects (i.e. distinctive states, schemas, places, paths) that are known in the model. We
use the relatiorknown_objects(pmodel, obj) to indicate thaibd; belongs to the known
objects ofpmodel. We also denote this relation la¥j € pmodel. From a formal point of

view, the objects known in a partial model define the set of constant symbols used in the
topological language associated with such pmodel.

That two objects, obj; and obj>, are equal or different in a
pmodel is represented by the relationsjual_objects(obji,objs, pmodel) and
not_equal_objects(obj, obja, pmodel) respectively. We also use the convenient no-

model pmodel

tationsobj; *"=" obj, andobj; # obj,. The equality relation among distinctive
states corresponds to when two distinctive states are topologically equal. When the model

tx

is understood, we just use the notatigj; = obj, instead ofobj; “=" objo.

The basic relation among pmodels is the oneextensions That pmodel’ is an
extension ofpmodel implies that all known objects and factsgmodel are known objects
and facts inpmodel’ 2°

In the implementation, all the topological predicatesratativizedwith respect to a
pmodel. In order to do so, all the predicates in the topological theory have a last extra argu-
ment for a pmdodel. For instance, instead of writi(yls, p) we writeat(ds, p, pmodel).?*

mo

18The notationz *™2™ y is an abreviation fofz € pmodel) A (y € pmodel) A z = y.
%0ur “theorem prover” in this case is Algern@rawford and Kuipers, 1991

Lpmodel’ inherits frompmodel all known objects and facts. See page 157.

ZlWhen the pmodel is understood we drop it from the predicate arguments.
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at(ds,p,pmodel) is the case whemt(ds,p) is true in the partial modepmodel (i.e.
pmodel = at(ds, p)).

Our logic for partial models takes the basic ideas developed in the area of formally
reasoning about contextsicCarthy and Buva 1994. We do not provide a formal account
of contexts, but rather use the notations and conventions mentioned above.

Create candidates

Possible-equal-dstates(pmodel(sts, a, ds’ )) returns a list of dstates that are possible equal

(tg) tods’. These are dstates knowngmodel, having the same view aks’ and that cannot
be proven different fronds’ in pmodel. We use the predicateo_possible(s, ds”, pmodel)
to indicate thatls’ cannot be equal tds” in the partial modepmodel.?? In order to filter
outds"” we use the following rule&®

s = (ds,turn,ds’ ) A at(ds,p) A at(ds",q) A p # q — no_possible(s,ds")  (9.16)
[s = (ds,travel,ds") A along(ds, pa, dir) A along(ds”, pal, dir1)A
= [pa = pal A dir = dirl]] — no_possible(s,ds")
[s = (ds,travel,ds') A along(ds, pa,dir) A at(ds,p) A at(ds”, q)A
order(pa, dir, q, p)] — no-possible(s, ds")
[s = (ds, (turn 6),ds") A at(ds,p) A at(ds",p) A radial(p,ds, h)A (9.17)
radial(p,ds",h1) Ahl # (h+6 (mod 360°))] — no_possible(s,ds")

The rules above are derived from the axioms in our theory. For instance, rule 9.16
is derived from the fact that each distinctive state is at a unique place, and distinctive states
that are related by turn actions are at the same place. As for rule 9.17, distinctive states
have a unique heading at the radial frame of reference associated with a place. We have
simplified the presentation of the rule and assume that the headings of dstates at places can
be calculated by adding anglasod 360°. In a robust implementation of these rules, un-
certainty associated with metrical information should be taken into account.

In order to use the rules above, other rules are needed to determine that two SSH
objects (i.e. dstates, places, paths) are different. These rules include:

view(dsy,v1) Aview(dss,v2) A vy # ve — dsy # dss (9.18)

22Recall we assume thds’ is not known inpmodel. When generating candidates, in order to ruledxt
we prove the stronger assumption

Yz € pmodel [s = (ds,a,z) >z # ds"]

no_possible(s,ds') is understood to represent this last formula.
ZRecall that rules areelativizedto a particular partial model.
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(ds,turn,ds’) — ds # ds' (9.19)

order(pa, dir, p,q) — p # q (9.20)
radial(p, dsl, hl) A radial(p, ds2, h2) A hl # h2 — dsl # ds2 (9.22)
positionl(pa, dir, p1, posl) A positionl(pa, dir, p2, pos2) Aposl #pos2 — pl#p2 (9.22)
LeftO f(pa,dir,p) A on(pa,q) = p # q (9.23)
LeftO f(pa, dir, p) A on(pal,p) — pa # pal (9.24)

Rules 9.18 and 9.19 rely on our basic assumption that dstates have a unique view
and turn actions link different distinctive states. Rule 9.20 uses the fact that paths are not
circular in order to conclude that # is beforeq thenp and g must be different. Rules
9.21 and 9.22 use radial and one dimensional frames of reference to conclude inequality
of dstates and places, respectively. Rules 9.23 and 9.24 use boundary relations in order to
distinguish places and paths respectiély.

Finally, rules to prove equality among SSH objects include:

at(ds,p) A at(ds,q) = p=gq (9.25)
along(ds, pa, dir) A along(ds,pal,dirl) — pa = pal A dir = dirl (9.26)

The rules to derive equality and inequality relations are not necessaritpleten
the following sense. It is possible thab_possible(s,ds") cannot be proved, and st”

will be a valid candidate. A new extension@hiodel will be created in whichls’ 9 45" is

teq
asserted. However, when assertirig that extension, it can then be proved tHalt # ds”.
We further discuss this issue in the next section.

Creating extensions

For eachis] € candidates, create-possible-extensions(pmodel,8z, a, ds’ ),candidates)

. . t .
creates a possible extension fonodel whereds' = ds; is the case. If some of these ex-

tensions are consistent, therate-possible-extensioasso creates an extension whédké
is known and different from the dstatesaandidates In this last case the function returns

Z1n Algernon[Crawford and Kuipers, 19950ome of these rules are implementedasvard-chaining (if-
added)rules (e.g. rules 9.18 and 9.19) and otherdaskward-chaining (if-needed) rulgs.g. rules 9.23
and 9.24). The problem with if-added rules is that they could derive a large number of useless truths. For
instance, if rule 9.23 were implemented as an if-added rule, Algernon’s engine will prove thatpkaudg
are different for any place on a pattpa and place to the left ofpa. While this is the case, in general we want
to use boundary relations to derive inequalities among particular pairs of places rather than indiscriminately
between all pair of places. Algernon should not (try to) prove at front inequalities among all places in the map!.
We provide no further discussion on this issue which applies in general to rule base systems that use forward
chaining rules.
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false otherwise it returngrue.

. . . . pmodel’,
Givends; € candidates, a new extensiopmodel; is created wherds' = " ds
pmodel,,

is the case. In additionjs’ # ds’ is also asserted fais; € candidates,ds}; # ds;.

The extension(pmodel, pmodel}) relation among partial models is then asserted. That
pmodel; is an extension opmodel implies that all known objects and facts gmnodel

are known objects and facts jnodel;. This inheritance property of extensions can be
implemented in Algernon by rules like the next ones:

extension(pmodel, pmodell) A\ known_objects(pmodel, obj)

— known_objects(pmodell, 0jb)
extension(pmodel, pmodell) A equal -objects(pmodel, 0bj1, 0bj2)

— equal objects(pmodell, objl, 0bj2)
extension(pmodel, pmodell) A not_equal objects(pmodel, objl, 0bj2)

— not_equal_objects(pmodell, objl, 0bj2)
at(ds, place, pmodel) A extension(pmodel, pmodell) — at(ds, place, pmodell)

In addition to state thagxtension(pmodel, pmodel}) is the cases becomes the
next schema that has to be explainedplyodel;. It is possible that by explainingat this
point (by asserting in pmodel}), pmodel; becomes inconsistent and so it should not be
considered further in the searéh.Shouldpmodel, become inconsistent, then one has to
delete theeztension(pmodel, pmodel}) relation. We callook aheadto this extra step of
explainings in pmodel; (see figure 9.19).

Assert schema

Assert-schema(pmodel, @eates the places and paths needed to explahm example of
the rules used to explainis presented in figure 9.20.

Instead of asserting= (ds, a,ds’ ) in pmodel, the algorithm asserts’ = (ds*, a,ds"™ )
whereds* and ds™* are the'? representatives for the equality classesdefandds’ in
pmodel. Asserting a schema in Algernon corresponds to creating the frame (object) repre-
senting the schema. Forward and backward chaining rules derived from the SSH topological
theory are then evaluated, and places and paths needed to exptaicreated (see figure
9.20).

BThis could be the case since rules to filter out candidates may not be complete. See previous section.
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(defunssh-assert-extensiofpmodel pmodell equality
&key (next-experience nil) (look-ahead *ssh-look-ahead*))
(tell *'((:the ?pm (name ?pm ,pmodel) (isa ?pm ssh-pmodels))
(:the ?pm1 (name ?pm1 ,pmodell) (isa ?pm1 ssh-pmodels))
(extension ?pm ?pm1)
(extension-of ?pm1 ?pm)

)

;;; The above statement will fire Algernon rules to inherit
;;; objects and facts from pmodel to pmodell.

(ssh-assume-equals pmodell (car equality) (cdr equality))
(if next-experience (ssh-set-next-pmodel-experience pmodell next-experience))
;.; thelook ahead step
(when (and look-ahead next-experience)
(ssh-inherit-from-sub-model pmodell)
(ssh-assert-experience pmodell next-experience)
(cond
((ssh-is-inconsistent pmodell)
(tell *((:the ?pm (name ?pm ,pmodel) (isa ?pm ssh-pmodels))
(:the ?pm1 (name ?pm1 ,pmodell) (isa ?pm1l ssh-pmodels))
(:delete (extension ?pm ?pm1))
(:delete (extension-of ?pm1 ?pm))))
(ssh-remove-pmodel pmodell))
(t (ssh-get-next-pmodel-experience pmodell))
;; remove next-experience from the list of schemas
;; to be explained by pmodel1l.

Figure 9.19: Assert-extension Given an equality(ds’.ds’), pmodell is an extension opmodel where
ds' Pt ds} is the case. When look ahead is used, the next schema associateanwithl is asserted in
the extensiommodell. Should this rendepmodell inconsistent, thexztension relation is deleted from the
database. The functissh-remove-pmodapdates the search queue by remowingodell from it.
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(defunssh-assert-experiencgpmodel e)
(let ( schema ds-context ds-result act)
(setf schema
(first (ask ‘((:the ?e (name ?e ,e) (isa ?e experiences))
(E-context-ds ?e ?ds) (E-result-ds ?e ?ds1) (E-action ?e ?a))
:collect '(?ds ?a ?dsl))))
(setf ds-context (ssh-find-or-create-equal pmodel (first schema)))
(setf ds-result (ssh-find-or-create-equal pmodel (third schema)))

;1; ssh-find-or-create-equal will ensure that ?ds and ?ds1 are known in pmodel

(setf act (second schema))
(create-schema :pmodel pmodel
linitial-ds ds-context :result-ds ds-result
:action act)

)

(defunCreate-Schemg&key (pmodel nil)(action nil)
(initial-ds nil) (result-ds nil))
;; create frame representing sche(imatial-ds, action, result-ds

)

;;; Example of Algernon rules used to explain schemas.

(tell’((:rules Schemas
((S-action ?s ?a) (A-type ?a turn) (S-context-ds ?s ?dsc ?cntx)
(S-result-ds ?s ?dsr ?pmodel)

(at ?dsc ?p ?pmodel) ;15 create place if necessary
— ;5 turning keeps the agent in the same place
(at ?dsr ?p ?pmodel)

)

'((:rules distinctive-states
((at ?ds ?p ?pmodel)
«— ;;; a distinctive state is always at a place
;1; check that ?ds is not at a place already
(:fail (:boundp ?p)) (:boundp ?pmodel) (:fail (:retrieve (at ?ds ?a-p ?pmodel)))
;;; if so then create place
(:bind ?p (Create-place (ssh-create-place-name) :pmodel '?pmodel))

)

Figure 9.20: Asserting a schema in Algernon corresponds to creating the frame (object) representing the
schema. Forward and backward chaining rules derived from the SSH topological axioms will then be evaluated,
and places and paths needed to expaill be created (if needed).
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Figure 9.21:(a) The agent goes around the block visiting plaBes. .,F,C in the order suggested in the
figure. Intersection® andC' look alike to the agent. (b) and (c) represent two possible topological maps for
the environment in (a).

9.4.3 Trace example

We illustrate the topological map building algorithm with the environment of figure 9.21 in
which the robot goes around a block and finds itself with two posibilities for the topologi-
cal map (this is example 19, page 59). For the purpose of the exatin@lmbot start the
navigation at placeB instead of placed.

The set of schemas associated with this environment are defined as f#ilows:

;; action definitions
(create-action :name 'ml :type ’travel

:measurement-type ’interval-measurement)
(create-action :name 'tr :type ’turn

:measurement-type ’interval-measurement)

;7 view definitions

(setf v (create-view 'v))

(setf vl (create-view 'v1))
(setf v2 (create-view 'v2))
(setf v3 (create-view 'v3))
(setf v4 (create-view 'v4))

;; view-action-view-sequence

ZHere we show the actual input file used to generate the trace.
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(setf tour-views
(list v '(ml (:Ib 0.8 :ub 1.2))

v '(ml (lb 0.8 :ub 1.2))
vl ’'(tr (:lb 260 :ub 280))
v2 '(ml (:Ib 0.8 :ub 1.2))
vl ’'(tr (:Ib 260 :ub 280))
v '(ml (lb 0.8 :ub 1.2))
v '(tr (:Ib 260 :ub 280))
v3 '(ml (:Ib 0.8 :ub 1.2))
v4 ’(tr ((Ib 260 :ub 280))
v '(ml (lb 0.9 :ub 1.1)) ;; use a different measurement
v1))

;; Convert view-action-view sequence to schemas. By default, the program
;; creates a new distinctive state for each view occurrence in such sequence.

(setf tour-experiences (ssh-create-experiences tour-views))
(ssh-worlds-add-experiences tour-experiences)

;;» invoke the map building function.

(ssh-find-maps)

The functionssh-find-mapsimplements the building of the topological map. Ex-
planations of why two objects are proven equal or different are generated by the program.
Here is the trace generated for this example.

Current partial model PMODEL-0 <NIL -- schemas|0], paths[0], dpaths[0],
places[0], dstates[0]>

>> Considering experience <(DS-0 V),ML[10],(DS-1 V)>
PMODEL-0 |= -(DS-0 = DS-1) {dstates distance 10 on dpath DPATH-0}
PMODEL-0 |= -(PLACE-O = PLACE-1) {place distance 10 on dpath DPATH-0}

In addition to the model name, a list of assumed equalities (NIL in the example
above) as well as the number of different SSH objects represented by the partial model are
printed. The number of SSH objects in a partial model is used to order the search process
according to the circumscription policy associated With'(E). Figure 9.22 shows the
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dstates, places and dpaths created by the map building algditifhe next interesting
development occurs when the agent reaches flagad observe® 1 again.

dp?th—3

0 f 15 2

—0 8t, 19 |20 ® -~ dpath-0
3
7
h-2<-@ =
6<—T 5 ‘—l4 dpat p ?3
v
dpath-1

(@) (b)

Figure 9.22:Dstates, places and dpaths created by the map building algorithm for the exploration of the en-
vironment in figure 9.21. (a) Numbers identify the dstates created by the map building algorithm. (b) Numbers
identify places. Notice that PLACE-1 and PLACE-5 are two names for the same place.

Current partial model PMODEL-0 <NIL -- schemas[l], paths[0], dpaths[1],
places[2], dstates[2]>

>> Considering experience <(DS-1 V),ML[10],(DS-2 V1)>
PMODEL-0 |= -(DS-1 = DS-2) {dstates distance 10 on dpath DPATH-0}
PMODEL-0 |= -(PLACE-1 = PLACE-2) {place distance 10 on dpath DPATH-0}

Current partial model PMODEL-0 <NIL -- schemas|[2], paths[0], dpaths[1],
places[3], dstates[3]>

>> Considering experience <(DS-2 V1),TR[-90],(DS-3 V2)>
PMODEL-0 |= -(DS-2 = DS-3) {dstates linked by turn action}
PMODEL-0 |= -(DPATH-1 = DPATH-0) {dpaths related by turn action}

Current partial model PMODEL-0 <NIL -- schemas[3], paths[0], dpaths[2],

#In the implementationdpathsrepresent ordered dstates linked by travel actions. Dpaths correspond to
paths that only have one direction associated with them. Paths are created when the agent has traveled in both
direction of a path. At that time, two dpaths are associated with the path, one for each path’s direction.
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Figure 9.23:Detecting inconsistent maps by looking ahead when branchingWhen the agent reaches
placeF (figure 9.21), viewV is observed again (it was observed8-Q DS-1andDS-5 figure 9.22). The

maps associated with the equaliti®ss — 0 PMOBEL-L po  gandDS —1 "MO2PL2 pg 6 are
depicted in (a) and (b). These two maps are detected inconsistent in the look ahead step of our map building
algorithm (see figure 9.19).

The second time the agent reaches placd turns right, and observag. Again, the look ahead step detects

that the equaliDS — 9 PMODBEL™S g _ 5 leads to the inconsistent map depicted in (c).

places[3], dstates[4]>

>> Considering experience <(DS-3 V2),ML[10],(DS-4 V1)>
Filtering possible alternatives for DS-4 : =? (DS-2)
>> FILTER OUT (DS-4 = DS-2) in PMODEL-0
{dstates along different dpaths DPATH-1, DPATH-0}

PMODEL-0 |= -(DS-3 = DS-4) {dstates distance 10 on dpath DPATH-1}
PMODEL-0 |= -(PLACE-2 = PLACE-3) {place distance 10 on dpath DPATH-1}

When the agent reaches plaBe(see figure 9.21), view'1 is observed again (it
was observed @S-2. The program concludes thS-4(the current distinctive state) and
DS-2are different, and consequently, filters @®-2from the list of dstates that can be
equal toDS-4 The next interesting development occurs when the agent reachesFplace
and observe¥ again.

Current partial model PMODEL-0 <NIL -- schemas[4], paths[0], dpaths[2],
places[4], dstates[5]>

>> Considering experience <(DS-4 V1),TR[-90],(DS-5 V)>
Filtering possible alternatives for DS-5 : =? (DS-0 DS-1)
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PMODEL-0 |= -(PLACE-3 = PLACE-0)
{PLACE-3 is to the right of DPATH-0, PLACE-0 is on dpath DPATH-0}
>> FILTER OUT (DS-5 = DS-0) in PMODEL-0
{dstates at different places PLACE-3, PLACE-0}
PMODEL-0 |= -(PLACE-3 = PLACE-1)
{PLACE-3 is to the right of DPATH-0, PLACE-1 is on dpath DPATH-0}
>> FILTER OUT (DS-5 = DS-1) in PMODEL-0
{dstates at different places PLACE-3, PLACE-1}
PMODEL-0 |= -(DS-4 = DS-5) {dstates linked by turn action}
PMODEL-0 |= -(DPATH-2 = DPATH-1) {dpaths related by turn action}

Current partial model PMODEL-0 <NIL -- schemas[5], paths[0], dpaths[3],
places[4], dstates[6]>

>> Considering experience <(DS-5 V),ML[10],(DS-6 V)>
Filtering possible alternatives for DS-6 : =? (DS-0 DS-1 DS-5)
>> FILTER OUT (DS-6 = DS-5) in PMODEL-0
{DS-5 is before DS-6 in dpath DPATH-2}
>> Creating possible extensions

- PMODEL-0 + {DS-0 = DS-6} --> PMODEL-1
PMODEL-1 | DPATH-0 DPATH-2 {dstate DS-0 along both dpaths}
PMODEL-1 | DPATH-2 DPATH-0 {dstate DS-5 along both dpaths}
PMODEL-1 |= -(DPATH-0 = DPATH-2)
{PLACE-3 is to the right of DPATH-0 and on dpath DPATH-2}

LOOK AHEAD --> PMODEL-1 **** INCONSISTENT #****

- PMODEL-0 + {DS-1 = DS-6} --> PMODEL-2
PMODEL-2 |= DPATH-0 = DPATH-2 {dstate DS-1 along both dpaths}
PMODEL-2 |= DPATH-2 = DPATH-0 {dstate DS-5 along both dpaths}
PMODEL-2 |= -(DPATH-0 = DPATH-2)
{PLACE-3 is to the right of DPATH-O and on dpath DPATH-2}

LOOK AHEAD --> PMODEL-2 **** INCONSISTENT ****

PMODEL-0 |= -(PLACE-3 = PLACE-4) {place distance 10 on dpath DPATH-2}

When the agent reaches plaEdsee figure 9.21), view is observed again (it was
observed aDS-Q DS-1andDS-5 at dstateDS-6 The program deduces thaS-6is dif-
ferent fromDS-5 Two extensions o0PMODEL-Oare created to explore the possibilities
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DS—6“ DS—0andDS -6 "< DS — 1. The look ahead step right away concludes that
these equalities render the corresponding extensions inconsistent, and conseD&e6tly,

is different from the previously seen dstates (see figure 9RB)ODEL-0Ocontinues to be
the only possible model. The next interesting development occurs when the agent reaches

placeC, turns right, and observes viel again.

Current partial model PMODEL-0 <NIL -- schemas|6], paths[0], dpaths[3],
places[5], dstates[7]>

>> Considering experience <(DS-6 V),TR[-90],(DS-7 V3)>
PMODEL-0 |= -(DS-6 = DS-7) {dstates linked by turn action}
PMODEL-0 |= -(DPATH-3 = DPATH-2) {dpaths related by turn action}

Current partial model PMODEL-0 <NIL -- schemas[7], paths[0], dpaths[4],
places[5], dstates[8]>

>> Considering experience <(DS-7 V3),ML[10],(DS-8 V4)>
PMODEL-0 |= -(DS-7 = DS-8) {dstates distance 10 on dpath DPATH-3}
PMODEL-0 |= -(PLACE-4 = PLACE-5) {place distance 10 on dpath DPATH-3}

Current partial model PMODEL-0 <NIL -- schemas|8], paths[0], dpaths[4],
places[6], dstates[9]>

>> Considering experience <(DS-8 V4),TR[-90],(DS-9 V)>
Filtering possible alternatives for DS-9 : =? (DS-0 DS-1 DS-5 DS-6)
>> FILTER OUT (DS-9 = DS-6) in PMODEL-0
{dstates at different places PLACE-5, PLACE-4}
>> Creating possible extensions

- PMODEL-0 + {DS-0 = DS-9} --> PMODEL-3
PMODEL-3 |= -(DS-8 = DS-0) {dstates linked by turn action}
PMODEL-3 |= -(DPATH-0 = DPATH-3) {dpaths related by turn action}
PMODEL-3 |= -(PLACE-5 = PLACE-1) {place distance 10 on dpath DPATH-0}
PMODEL-3 |= PLACE-0 = PLACE-5 ({dstate DS-O at both places}

- PMODEL-0 + {DS-1 = DS-9} --> PMODEL-4
PMODEL-4 |= -(DS-8 = DS-1) {dstates linked by turn action}
PMODEL-4 |= -(DPATH-0 = DPATH-3) {dpaths related by turn action}
PMODEL-4 |= -(PLACE-5 PLACE-2) {place distance 10 on dpath DPATH-0}
PMODEL-4 |= -(PLACE-0 PLACE-5) {place distance 10 on dpath DPATH-0}
PMODEL-4 |= PLACE-1 = PLACE-5 {dstate DS-1 at both places}
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- PMODEL-0 + {DS-5 = DS-9} --> PMODEL-5
PMODEL-5 |= -(DS-8 = DS-5) {dstates linked by turn action}
PMODEL-5 |= PLACE-3 = PLACE-5 {dstate DS-5 at both places}
PMODEL-5 |= -(PLACE-5 = PLACE-3)
{PLACE-5 is to the right of DPATH-2, PLACE-3 is on dpath DPATH-2}

LOOK AHEAD --> PMODEL-5 **** INCONSISTENT ****
- PMODEL-0 + {DS-9 = DS-9} --> PMODEL-6
PMODEL-6 |= -(DS-8 = DS-9) {dstates linked by turn action}

PMODEL-6 |= -(DPATH-4 = DPATH-3) {dpaths related by turn action}

PMODEL-0 ***** EXPLORED *****

When the agent reaches pla€eagain (see figure 9.21), it turns right, and observes
V. In this situation, the current distinctive stdd&-9can be equal t®©S-Q equal toDS-1
or a new distinctive state (see figure 9.23 for ib$-9£DS-5. Three new extensions are
created PMODEL-3, PMODEL-4, PMODEL-6to explore these alternativeBMODEL-
3 and PMODEL-4 correspond to the maps (c) and (b) in figure 9.21. Given the set of
experiences explained up to this poiRMIODEL-6is not a minimal topological map for
these experiences. However, the program generates this alternative in case the other two
eventually fail. PMODEL-Obecomes explored as some extensions has been created. The
search continue by picking a minimal model, in this case eFPMODEL-3or PMODEL-4

Current partial model PMODEL-3 <(DS-0 DS-9) -- schemas|[9], paths[0],
dpaths[4], places[5], dstates[9]>

>> Considering experience <(DS-9 V),ML[10],(DS-10 V1)>
PMODEL-3 |= -(DS-1 = DS-10) {dstates have different views.}

PMODEL-3 |= (DS-10 = DS-1)
{deterministic actions: <(DS-9 V),ML[10],(DS-10 V1)> ,
<(DS-0 V),ML[10],(DS-1 V)>}

PMODEL-3 <(DS-0 DS-9) -- schemas[9], paths[0], dpaths[4],
places[5], dstates[9]> **** INCONSISTENT ****
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Once the agent travels from pla€eto placeD again (see figure 9.21pMODEL-3
becomes inconsistent. This is the case since in this modek 0 < DS — 9 and so after
performingml! in DS — 0 the map predicts vieWw but the actual experience renders view
V1. This is just the assumption that actions are deterministic. The algorithm then con-
sidersPMODEL-4 which successfully explain the schefn@S -9V, M L[10], (DS —

10 V1) ) and becomes a minimal map since no more experiences must be expRiW&MEL-

4 is depicted in figures 9.21b and 9.22b.

Current partial model PMODEL-4 <(DS-1 DS-9) -- schemas[9], paths[0],
dpaths[4], places[5], dstates[9]>

>> Considering experience <(DS-9 V),ML[10],(DS-10 V1)>
PMODEL-4 |= (DS-10 = DS-2)
{deterministic actions: <(DS-9 V),ML[10],(DS-10 V1)> ,
<(DS-1 V),ML[10],(DS-2 V1)>}

PMODEL-4 **** |S A MINIMAL MAP  ****
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9.5 Map building examples

In this section we describe two examples where a physical robot (Vulcan) builds a SSH map.
The purpose of these examples is to illustrate how the concepts in the previous section apply
in office like environments. The first example (Section 9.5.1), shows how the agent using
the concept of boundary regions can distinguish otherwise identical distinctive states. In the
second example (Section 9.5.2), Vulcan explores Taylor's second floor defining distinctive
states at the different corridor intersections.

9.5.1 Rectangular environment

This section shows the SSH map learned by the wheelchair (Vulcan) while exploring a sym-
metric environment (namely, a rectangular room). Symmetric environments are particularly
difficult to handle as the same view might occur at different distinctive states, and the SSH
causal level is not enough to distinguish some distinctive states. By using topological and
metrical information the agent can distinguish the different places of the environment.

The environment to explore is a 3m 8m rectangle, as illustrated in Figure 9.24.
The exploration strategy was set to execute a forward action when possible, otherwise turn
right, and stop when back to a previously visited distinctive state. Notice that the exploration
strategy is defined in terms of the causal language actonsard and Turn Right The
robot chose the most appropriate control law associated with the causal command, which
in this case weréollow left wall andalign to the right w.r.t. the front waltespectively. As
illustrated in Figure 9.24, different distinctive states look alike (i.e. share the same view).
For example, distinctive stat&S-1andDS-5share the same vieWEW-1
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DS-1— VIEW-1 DS-2— VIEW-2

DS-3— VIEW-3 DS-4— VIEW-4

DS-5— VIEW-1 DS-6— VIEW-2
— -
DS-7— VIEW-3 DS-8— VIEW-4

Figure 9.24:Rectangular room exploration. For each visited distinctive state the figure shows its corre-
sponding view. The same view occurs at different corners. For instaiE®Y-1occurs at distinctive states
DS-1 DS-5andDS-8 Using topological and local metrical information, the robots concludedi8at~DS-5
andDS-1=DS-8
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Next we provide a commented trace of the different steps and reasoning the robot
used during the exploration. At each step the robot continues the exploration by performing
an action (forward or turn right) and identifying a distinctive state once the action is per-
formed.

Initially, the robot starts at one of the corners of the environment and creates a
distinctive state. Here is the program output associated with this step:

Finding current place.
Finding view.
No matching view.
+ Creating new view.
> View found: VIEW-1.
Finding distinctive state.
+ Creating new d-state DS-1.
> Distinctive state found: DS-1.
> Place found: A.

Since at this point the robot has no stored views, it gives a new nei&&\(-1) to
its current view. A new distinctive stat®§-]) is created and associated with this view.
The place at which this distinctive state is located is created and dallege Axiom 5.16,
page 41).

Performing action: Forward.
Control law: Follow left wall
Executing Follow left wall ... Done.

Finding current place.
Finding view.
No matching view.
+ Creating new view.
> View found: VIEW-2.
Finding distinctive state.
+ Creating new d-state DS-2.
> Distinctive state found: DS-2.
> Place found: B.

The view observed at this point does not match a known view and consequently a
new one is created. Since the view is new, so is the current distinctive state. This is the case

171



since a distinctive state has associated a unique view (Axiom 4.7). A newklaceeated
since the robot executed a travel action which by definition changes the place the robot is at
(Corollary 1, page 46).

Performing action: Right.
Control law: Turn right (ref = front wall)
Executing Turn right (ref = front wall) ... Done.

Finding current place.
Finding view.
No matching view.
+ Creating new view.
> View found: VIEW-3.
Finding distinctive state.
+ Creating new d-state DS-3.
> Distinctive state found: DS-3.
> Place found: B.

Notice that since the robot performedrarn action, it is still at the same plade
(Axiom 5.17), although at a different distinctive st&a18-3

Performing action: Forward.
Control law: Follow left wall
Executing Follow left wall ... Done.

Finding current place.
Finding view.
No matching view.
+ Creating new view.
> View found: VIEW-4.
Finding distinctive state.
+ Creating new d-state DS-4.
> Distinctive state found: DS-4.
> Place found: C.

Since the robot performedTaavelaction, it is at different place frorB. Since the
view is new, it creates a new distinctive state and a new pladene robot does not check
whether it is back af, since it has not experienced the current view at pkace
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Performing action: Right.
Control law: Turn right (ref = front wall)
Executing Turn right ... Done.

Finding current place.
Finding view.
Views matching with score > 0.7:
1. VIEW-1 (score = 0.8)
> View found: VIEW-1.
Finding distinctive state.
D-states associated with VIEW-1:
1. DS-1
- Topology excludes these d-states:
1. DS-1  (right of current path)
+ Creating new d-state DS-5.
> Distinctive state found: DS-5.
> Place found: C.

At the current physical location the robot environment looks as in VIEW-1. The
only known distinctive state associated WtHEW-1is DS-1, which is at placé\. The robot
determines that the current pladg) (s to the right of the path (boundary) from plageo
placeB. Consequently, the robot cannot be at placand so it cannot be &@S-1 A new
distinctive statédDS-5is then created.

Performing action: Forward.
Control law: Follow left wall
Executing Follow left wall ... Done.

Finding view.
Views matching with score > 0.7:
1. VIEW-2 (score = 0.8)
> View found: VIEW-2.
Finding distinctive state.
D-states associated with VIEW-2:
1. DS-2
- Topology excludes these d-states:
1. DS-2  (right of current path)
+ Creating new d-state DS-6.
> Distinctive state found: DS-6.
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> Place found: D.

By a reasoning similar to the one used to disting$ 1from DS-5 the robot can
distinguish the current distinctive statb$-9 from DS-2 Notice that this time the robot
knows that it is not at plac€ (since it just traveled from it, lemma 1) and it is not at place
B, since the current plac®j is on the right of the path frorB to C.

Performing action: Right.
Control law: Turn right (ref = front wall)

Executing Turn right (ref = front wall) ...

Finding current place.
Finding view.
Views matching with score > 0.7:
1. VIEW-3 (score = 0.799264)
> View found: VIEW-3.
Finding distinctive state.
D-states associated with VIEW-3:
1. DS-3
- Topology excludes these d-states:
1. DS-3 (right of boundary)
+ Creating new d-state DS-7.
> Distinctive state found: DS-7.
> Place found: D.

Performing action: Forward.
Control law: Follow left wall

Executing Follow left wall ... Done.

Finding current place.
Finding view.
Views matching with score > 0.7:
1. VIEW-4 (score = 0.710665)
> View found: VIEW-4.
Finding distinctive state.
D-states associated with VIEW-4:
1. DS-4
- Topology excludes these d-states:
1. DS-4 (right of current path)

174

Done.



+ Creating new d-state DS-8.
> Distinctive state found: DS-8.
> Place found: E

At the current physical location the robot environment looks similar to VIEW-4.
The only known distinctive state associated WEW-4is DS-4 A similar argument that
allows the agent to differentiat@eS-3from DS-4allows it to differentiateDS-4from DS-8
Notice that the agent does not know that it is back to pkacand it creates a new place for
DS-§ placeE.

Performing action: Right.
Control law: Turn right (ref = front wall)
Executing Turn right (ref = front wall) ... Done.

Finding current place.
Finding view.
Views matching with score > 0.7:
1. VIEW-1 (score = 0.742667)
> View found: VIEW-1.
Finding distinctive state.
D-states associated with VIEW-1:
1. DS-1
2. DS-5
- Topology excludes these d-states:
1. DS-5 (right of current path)
+ Geometry is compatible with:
1. DS-1 at 0.796978 m., 18.8011 deg.
> Distinctive state found: DS-1.
> Place found: A.

Since the topology cannot rule out the possibility of bein@8&t], the agent uses
metrical information to check whether it might be back8-1 In order to do so, it finds
a path fromDS-01to the current distinctive state, and creates a two dimensional frame of
reference with the places on that path. It finds that the current distinctive sta#is
apart fromDS-01and that its direction t®S-01is aboutl8deg. Given our current metrical
error tolerance, the robot accepts the hypothesis that it is bd28+tb Should the agent not
rely on metrical information, the hypothesis of being baclO®-1will be accepted right
away since it is consistent with our minimality criteria when building the topological map.
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9.5.2 Taylor's Second floor

In this experiment we illustrate the map building process while navigating the second floor
of Taylor Hall. Figure 9.25 shows a footprint of this environment with the different dis-
tinctive states identified after exploration. Figure 9.26 shows the views associated with the
distinctive states in this environment. Table 9.27 shows the view matching values associ-
ated with the different distinctive states in Taylor 2nd floor.
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Figure 9.25: Footprint of Taylor's second floor and the distinctive states found while ex-
ploring this environment.

The exploration strategy for the environment is such that when arriving to a dis-
tinctive state, the robot checks whether it has been there before. If it has, then it checks
what action has not been performed and performs it. If the distinctive state is new, the
robot rotates360° left identifying other distinctive states in the same place. If a trajectory
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ds-1 ds-2 ds-3 ds-4

ds-5 ds-6 ds-7 ds-8
ds-9 ds-10 ds-11 ds-12
ds-13 ds-14 d-s-15 ds-16
ds-17 ds-18

Figure 9.26:Views associated with the distinctive states in Taylor 2nd floor.
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Figure 9.27: Similarity values among the different views associated with the distinctive states
identified in Taylor’s second floor. Scale is 0 to 100.
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following strategy can be applied, the robot does so. Otherwise it rotates right to the clos-
est distinctive state, where the procedure is repeated. Using this strategy the order in which
distinctive states are visited for the environment of figure 9.25 is summarized in figure 9.28.

For the experiment we used a threshold valu@.6fn order to decide whether two
list of segments correspond to the same view. This value is consistent with the intraclass
similarity value provided by our view matcher, as discussed in example 31 (page 140).
Accordingly, in the Taylor second floor environment the robot experiences sensory aliasing
for distinctive states ds-15 and ds-17 (see figures 9.26 and 9.27). However, these distinctive
states are along the same path at different places, and topological information is enough to
distinguish them (see figure 9.28).
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Actions Distinctive | Explanation

states

Reach ds-1 and turnin placel, 2, 3,4, 1

Follow corridor until ds-5 5,6,7,8,5 | ds-5 has aview not seen so far.

Rotate in place

Rotate right until follow 8,7

corridor is applicable.

Follow corridor to ds-3 3 view at ds-3 has been seen before at oply
one distinctive state. The experiences
are consistent with being at ds-3

Follow corridor to ds-9 9,10,11,12, | ds-9 to ds-12 have views

Rotate in place 9,10 not seen so far.

Rotate right until follow

corridor is applicable.

Follow corridor until ds-13 | 13,14,13 ds-13 and ds-14 have views
not seen so far.

Rotate right until follow 14

corridor is applicable.

Follow corridor to ds-12. 12 view at ds-12 has been seen before at
only one distinctive state.

The experiences are consistent with
being at ds-12.

Rotate left until follow 11 Since the robot already turned right

corridor is applicable. at ds-12,it nows turns left.

Follow corridor to ds-1 view at ds-1 has been seen before at oply
one distinctive state. The experiences
are consistent with being at ds-1.

Rotate left until follow 2 Since the robot already followed the

corridor is applicable. corridor from ds-1,it nows turns left.

Follow corridor to ds-15. 15,16,15,16| ds-15 has a view not seen so far.

Rotate in place.

Rotate right until follow

corridor is applicable.

Follow corridor to ds-4 view at ds-4 has been seen before at oply
one distinctive state. The experiences
are consistent with being at ds-4.

Follow corridor to ds-17 17 view at ds-17 has been seen before
(at ds-15). Topological information
indicates that the robot is not at ds-15,
since the place of ds-15 is before the
current place in the current path.

Rotate in place 18,17,18,2 | view at ds-2 has been seen before at oply

Follow corridor to ds-2

one distinctive state. The experiences
are consistent with being at ds-2.

Figure 9.28:Summary of exploration for Taylor's second hall.
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9.6 Summary

We have presented the main issues of a particular implementation of the SSH using Vulcan.
At the SSH control level, an observer architecture is used to implement trajectory follow-
ing and hill climbing control laws. The same control law (equation 9.1, page 130) used in
conjunction with differentodel trackergfigure 9.3, page 131) produces most of Vulcan’s
behaviors (for instance, follow a corridor, go through doorways, hill climb to a corridor
intersection, etc.). The implementation satisfies the SSH control level guarantees: the robot
behaviors start and terminate in the neighborhood of the fixed points associated with hill
climbing strategies. While the focus of this dissertation has not been on the SSH control
level, it is worthwhile noticing that in general implementing the control level in a physical
robot is half of the battle when implementing the SSH.

Views at the causal level were defined in terms of segments extracted from a laser
scan at the particular robot location (section 9.3, page 138). The results in example 31 and
section 9.5.2 (pages 142 and 178) show that this method is adequate in office like envi-
ronments: the views there defined have a well defined discriminant boundary among the
different view classes identified by the robot. Our method uses one laser scan to define a
view. Other methods exist where more than one laser scan (or multiple sensors) are used to
define a view [[Duckett and Nehmzow, 2000 No attempt has been done to compare our
method to these other ones.

The implementation of the causal, topological and metrical levels has focussed on
identifying and keeping track of the different maps consistent with the agent’s experiences.
A logic program derived from the circumscriptive theory defined in chapter 4 was defined
for calculating the causal models associated with a set of experiences (section 9.4.1, page
147). The same technique unfortunately does not scale up when building the topological
map. The problem of building a topological map was stated then“hes first” search
problem. The states of the search correspond to partial mod&l§'gF). At each step
of the search a schemials, a, ds’ ) has to be explained. Either the identity&f can be
proved or a search branch is created for every previously known distinctivedstathat
cannot be proven to be different frodis’. In each branch the assumptids’’ 0 s will
be the case. The next state to explore is the one that is minimum according to the order as-
sociated with the circumscription policy f@f7'(E). This search algorithm was described
in section 9.4.2 (page 152).

While not explicitly described in this chapter, the robot exploration strategy is such
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that should more than one map be consistent with the robot experiences, the robot tries
immediately to distinguish among the different alternatives (i.e. the robot performs the re-
hearsal procedure). The knowledge base is such that one could query for a sequence of
actions (and so observations) that will distinguish among the possible map alternatives.

Metrical information has been used refutea given topological map by showing
that it is impossible to project the map into a two dimensional space preserving the esti-
mated distance and relative orientation between consecutive places in a path (chapter 7,
page 90). A more sophisticated use of metrical information has not been explored in the
implementation (for instance, occupancy models associated with a place has not been im-
plemented). Sections 9.4.3 (page 161) and 9.5.1 (page 169) illustrate the use of metrical
information while building the topological map.
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Chapter 10

Related Work

In this section we review some of the relevant literature in the different areas comprising
this work. These areas include: cognitive robotics, qualitative reasoning, robotics and map
building.

10.1 Cognitive theories of space representation

Human knowledge of large-scale space is sometimes callecbtirtive mapt The cog-

nitive map serves two functions with regard to wayfinding: representing environments, and
the corresponding ability to use the representation to move from place to place within the
mapped environmeritKortenkampet al, 1999. Among the main characteristics of the
cognitive map we have: the use of multiple frames of reference, qualitative representa-
tion of metrical information, and connectivity relations among landmarks. Next we re-
view the computational theories of the cognitive map that are closest to our current work.
Some other systems can be found|[liriser and Zilbershatz, 1989, Gopet al, 1989,
Gopal and Smith, 1990, O’Neill, 1991, Engelson and McDermott, 1992a, Yeap}.1988

10.1.1 PLAN

Kortenkamp et al[Kortenkampet al., 1999 have developed an integrated representation
of large-scale space called PLAN (Prototypes, Location and Associative Networks). In this

Large-scale space is defined as space whose structure is at a much larger scale than the sensory horizon
of the agent. Thus, to learn a map, the agent must travel through the space, gathering local observations and
inferring their global relationships from the actions linking thEuipers, 2000.
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theory, landmarks function as a kind of environmental index. Recognizing nearby land-
marks is enough to tell one where one is in a familiar environment. Objects (landmarks) are
represented bprototypes’ A network of landmarks is created as the agent travels the en-
vironment. In this network, nodes represent landmarks and edges between nodes represent
the agent’s ability to go between two proximate landméaidks1991, Schikopf and Mallot,

1999. Edges in the network have variable strength values associated witt? them.

Directional space is represented bipeal map A local map provides the relative
change in orientation for any neighboring target landmark. A local map is represented
by a combination of a 2-D grid and a sectoring information with respect to a normalized
viewpoint? Local maps are created gateways places were a route choice point had
been reached and a new landmarks could be seen. A network of local maps is then created
associated with the corresponding network of landmarks.

10.1.2 McDermott and Davis

McDermott and Davis have developed a theory where objects other than paths are repre-
sented in the cognitive mdpMcDermott, 1980, McDermott and Davis, 1984, Davis, 1993

In addition to topological information, a “fuzzy map” is created for representing metrical
information. A fuzzy map captures facts about objects by recording their relative positions,
orientations, and scales in convenient frames of reference. Uncertainty in metrical informa-
tion is represented by numerical intervals. Assimilation of new information might constrain
the uncertainty on metrical information. Hill climbing or Monte Carlo techniques are used
for propagating metrical constrainitsicDermott and Davis, 1984

The MERCATOR prograniDavis, 1993 constructs a cognitive map from a se-
guence of scene descriptions. Objects are represented by sets of polygons. The relative
positions of objects are determined by connecting edges. The space representation accounts
for uncertainty on position and distance between objects, multiple shape description of the
same object, and representation of partial knowledge about objects spatial properties. In
addition, operations on the map are justified by a formal semantics. In Appendix G we
describe MERCATOR’s ontology as well as its associated semantics.

2prototypes are generalizations derived from a range of experience. In such a generalization the features
that occur most often come to represent the prototype, whereas features that occur less often are weaker, giving
the prototype a statistical nature, reflecting experidiostenkampet al., 1995.

3Using fixed links to connect adjacent landmarks yields an inadequate model of human wayfinding. Familiar
routes are naturally easier to remember; routes that have only been traversed once or twice are going to be
difficult to re-creatdKortenkampet al., 1999.

“The representation of orientation information is similar to the one used by HernHrdemndez, 1994
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10.2 Cognitive Robotics

The area of Cognitive Robotics studies the knowledge representation and reasoning prob-
lems faced by an autonomous agent in a dynamic and incompletely known world. The goal
is to develop an understanding of the relationship between the knowledge, the perception,
and the action of such agent. With respect to robotics, the godiighaevel robotic con-

trol: develop a system that is capable of generating actions in the world that are appropriate
as a function of some current set of beliefs and desires. Most of the work in this area aims
for a logical account for the sort of high level cognitive skills listed above. Robots whose
design is based on logical representation have the virtue of producing behavior which can be
accounted for in terms aforrect reasoningandcorrect representatiofSandewall, 1996

Logics for reasoning about actions and planning are used in order to describe the actions of
the robots as well as its environmd&hanahan, 1997b, Sandewall, 1R98ormal specifi-
cations are then used as a base to program rébesperancet al,, 1994, Sandewall, 1997,
Shanahan, 1998Next we summarize two of the main works in the area: the work done at
the University of Toronto (by Reiter and et al.) and the work done by Murray Shanahan.

10.2.1 GOLOG

The Cognitive Robotics project at the University of Toronto is concerned with endowing
robotic or software agents with higher level cognitive functions that involve reasoning, for
example, about goals, perception, actions, the mental states of other agents, collaborative
task execution, etc. To do this, they describe, in a language suitable for automated reason-
ing (GOLOG), enough of the properties of the robot, its abilities, and its environment, to
permit it to make high-level decisions about how to act. The situation calfMo€arthy

and Hayes, 19d%as been taken as the underlying language for reasoning about the pre-
requisites and effects of actions, perception, knowledge-producing actions, natural events
and actions by other ageriReiter, 1995. These methods have been incorporated into a
logic programming language for agents called GOLOG (alGOl in LOGic).

GOLOG is a high-level programming language suitable for declaratively defining
complex behaviors. In GOLO{@ esperancet al,, 1994,

“The user provides a specification of the robot’s basic actions (their precon-
ditions and effects on the environment) as well as of relevant aspects of the
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environment, in an extended version of the situation calculus. He can then
specify robot behaviors in terms of these actions in a programming language
that allows references to world conditions (efgdc(pop_can(c)Aon_table(c))

then pick_up(c)). The programs can be executed to drive the robot. The inter-
preter automatically maintains the world model required to execute programs
based on the specification. The theoretical framework includes a solution to
the frame problem and is very general (it handles dynmaic and incompletely
known worlds, as well as perception actions). Given this kind of domain spec-
ification, it is also possible to support more sophisticated reasoning, such as
task planning at run-time. The specification can also be used to prove the robot
control programs correct”.

Recently, GOLOG has been extended to CONGOLOG (CONcurrent GO [s3pi-
acomoet al, 1997 which includes facilities for concurrent execution, interrupting the exe-
cution when certain conditions become true, and dealing with exogenous actions.

10.2.2 Shanahan’s Work

ShanahafShanahan, 1996, Shanahan, 193#aposes a logic-based framework in which

a robot constructs a model of the world through an abductive process whereby sensor data
is explained by hypothesising the existence, locations, and shapes of objé&isai@han,

1999 this work is augmented by an account fdanningas well as an implementation of
these ideas via an abductive logic programming metainterpreter. Next we summarize the
main points of these formalizations.

Given a stream of sensor data, represented as the conjunittmna set of observation
sentences, the task is to find an explanatioilah the form of a logical description (a
map)A s of the initial locations and shapes of a number of objects, such that,

KB/\AM):T

where K B is a theory comprising axioms for change, action, space, relations between
movements of objects and robot’s sensor data, the movements executed by the r&bot, etc.

Thesemanticsof an agent’s space representatidf, is a formula,A(M), in the language
of K B, such thatA (M) postulates the initial locations and shapes of a number of objects.
As an agent travels through its environment, it executes a set of actipaed experiences

°KB is expressed in the circumpscritive event calcdbsanahan, 1997b
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a set of observation¥. As a result, the agent constructs its own space representafion,
We definelM to becorrect with respect to 4,Y) if

KBAAANAM) =T

Note thatd and Y are expressed in the languagefoB while M is expresed in the agent’s
language.

Shanahan’s space formalization only asks for the locations and shapes of objects. In Shana-
han’s work, space is considered a real-valued coordinate sy;stéape is represented as a
collection of straight lines, and the set of agent’s actioqgs stop,rotate(f). KB is based

on these choices to represent space, shape and actions. It does not specify what the behavior
of the agent should be: it specifies what space information can be derived from the actual
behaviour and observations of the agent.

Planning can be thought of as the inverse operation to temporal projection, and
temporal projection in the event calculus is naturally cast as a deductive task. Consequently,
planning in the event calculus can be considered as an abductive task. Given a domain
descriptionX, a conjunctionl’ of goals, and a description of the initial situatiofs,y, a
planis a consistent conjuctioA, of Happensand a temporal ordering formulae such that

EAAN/\AP |:F.

This logical characterization of the event calculus planning is analgous to Green’s logical
characterization of situational calculus plann[@reen, 196P

10.3 Qualitative Representation of Space

Qualnav model [Kuipers and Levitt, 1988, Levitt and Lawton, 199d0. The Qualnav
model provides a computable theory that integrates qualitative, topological representations
of large-scale space with quantitative, metric ones. A difference from the TOUR model,
Qualnav considers unstructured environments, with significant perceptual events, called
landmarks, scattered throughout this two-dimensional space.

Qualitative navigation is carried out by identifiyit@ndmark-pair boundarieé PBs)
between landmarks. Roughly speaking, a LPB between landniarksd L- is a virtual
line betweenl; and L,. This line divides the space into two distinct regions. If the agent

®He does not rule out the adoption of qualitative approaches to spatial reasoning.
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can observe the landmarks, it can decide then which side of this line it is on. LPBs give rise
to a topological division of the ground surface into observable regions of localizétien,
orientation regions Crossing boundaries between orientation regions leads to a qualitative
sense of path planning based on perceptual information. As a landmark-recognizing vision
system moves through large-scale space, it builds a visual memory of the interlocking se-
guence of orientation regions it has traversed through. Adjacency of orientation regions in
visual memory can be determined by sharing a common but opposite orientation LPB. If
two regions have a common boundary, it is possible to move between them by tracking the
landmarks as the agent moves towards the boundary. Visusy memory is an undirected
graph where nodes are orientation regions, and arcs join adjacent regions

Hernandez[Hernandez, 1994 provides a model for the qualitative representation
of positional information in 2-D space based on topological and orientation relations. Us-
ing Freska’s notion otonceptual neighborhood for qualitative relatiofisreksa, 199p
algorithms for transforming between explicit reference frames and a canonical one, as well
as for composing spatial relations are defined. In addifibiernandez, 1994presents a
variety of mechanisms to reason with qualitative representations in general, and qualitative
representations of 2-D positional information in particular. These mechanisms are based on
the idea of modifying domain independerunstraint satisfactiomechniques to account for
the particular constraints of the spatial domain. Moreover, special data structures are used
for improving the efficiency of the algorithms. In particulahstract mapsare introduced,
containing for each object in a scene a data structure with the same neighborhood structure
as the domain requires for the task at hand. A change of view, for example, can then easily
accomplished diagrammatically by “rotating” the labels of the orientation with respect to
the intrinsic one.

HernandezlHernandez, 1994presents an extensive review of the different ap-
proaches to the representation of spatial knowledge (see chapter eight). The integration
of metric and path knowledge with qualitative representations of space is not covered in
this work. As for path knowledge, Hernandez states that

“the positional information implicitly contained in paths can be gradually as-
similated in form of topological and orientation relations by a process in which
positional relations are established for the (virtual) places at which directional
change occur. The positions of the actual objects in the scene are then derived
by constraint propagation”.
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10.4 Robotics

Two main areas of robotics are primarily related to our work: map building and autonomous
navigation. The map building problem refers as to how the robot creates a spatial represen-
tation of its enviroment. Two common spatial representations are geometric and topological
maps. A geometric map represents objects according to their absolute geometric relation-
ships (more later). In contrast, a topological map records the geometric relationships be-
tween the observed features rather than their absolute position with respect to an arbitrary
coordinate frame of reference (see 10.1). The problem of robot navigation corresponds to
reliably go from one place to another in the environment. During the navigation, the robot
uses its sensors to create a map of its local environment. This local map is then compared to
a global spatial representation in order to calculate its position in the environment. We are
interested in how the spatial representation supports the “sense-plan-act” navigation cycle.
Next we review some of the work we have borrowed ideas from. We refer the reader to
Kortenkamp et al.’s bookKortenkampet al., 1999 for an extensive review of Al mobile

robot systems and techniques.

10.4.1 Metrical maps

The most common representation of geometric map datacéstainty grid [Elfes, 1987,
Borestein and Koren, 1991In a certainty grid approach, sensor readings are placed into the
grid by using probability profiles that describe the algorithm’s certainty about the existence
of objects at individual grid cell. When positioning with respect to a metrical map, sensor
derived geometric maps must be matched against a global map of a large area. This is often
a formidable difficulty because of the robot’s position error. Using topological information
has proven be useful in order to reduce the effect of position error when constructing a
metrical map[Thrun, 1998, Thruret al., 1999. We refer the reader to Borestein’s book
[Borensteinet al, 1999 (Chapter 8) for a review of the problems and advantages using
metrical maps as well as a description of several systems using this spatial representation.

10.4.2 Fuzzy control

Konolige et al.[Konolige et al, 1999 propose an approach for integrating planning and
control based omehavior schemasvhich link physical movements to abstract action de-
scriptions. Behavior schemas describe behaviors of an agent, expressed as trajectories of
control actions in an environment, and goals can be defined as predicates on these trajecto-
ries. The proposed methodology is summarized as follttesolige et al., 1999:
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“Our approach to integrating planning and control has focussed on grounding
the ingredients of planning in physical actions, using the tools of multivalued
logics. We started from the definition of basic types of movementsopwirol
schemasand of the way they can be combined or blended to form complex
behaviors. Then we have “lifted” control schemas to the level of abstract ac-
tions in the environment. Here, we have used two key notions: the notion of
embeddingn the environment, by anchoring the agent’s internal state to ex-
ternal objects through perception, and the notioraitext or circumstances

of execution. Finally, we have linked behaviors to goals, expressed as sets of
satisfactory executions. The good behaviors for a goal are those that, when ex-
ecuted in the appropriate context, produce executions that satisfy the goal. And
we have proven, under certain hypotheses, that composing behaviors creates a
new behavior that is good for the composition of the corresponding goals. This
result is the basis for automatic planning of complex behavior, and we have
shown how traditional Al techniques for deliberation and means-ends analysis
can be readily adapted to generate complex controllers for given goals”.

10.4.3 Probabilistic navigation

In probabilistic navigation, the location of a robot is represented by a probability distri-
bution over the possible locations of the robot. The robot’s position is updated based on
the actions it executed as well as observations gathered during navigation. The method
takes into account various sources of uncertainty, including approximate knowledge of the
environment, and actuator and sensor uncertdf@ijyimons and Koening, 1995, Koening

and Simmons, 1998, Nourbakhsh, 1D98 partially observable Markov decision process
(POMDPY model is constructed from topological information about the connectivity of the
environment, approximate distance information, plus sensor and actuator characteristics.

"See section A.1.2, page 203.

190



Chapter 11

Conclusions and Future Work

What have we done?. We have taken an informal description of thd€8ptrs and Byun,

1988, Kuipers and Byun, 1991, Kuipers, 20@dd given a formal account of some aspects

of this theory. In addition, we have extended the theory to handle perceptual aliasing, envi-
ronments with self intersecting and convergent paths, as well as to deal with local metrical
information uncertainty. The new description of the SSH is independent of the agent’s ex-
ploration strategy and the possible implementations of the theory. This in contrast to the
previous SSH descriptions as well as applications of topological maps in robGticset

and Nagatani, 2091 Nevertheless, we have taken the new SSH description as a specifi-

cation for a program able to keep track of different topological maps consistent with the

agent’s experiences in the environment. This program supports different exploration strate-
gies as well as facilitating map disambiguation when the case arises.

A logical account of the SSH causal, topological and local metrical theories was
given using Nested Abnormality theorifisfschitz, 1999. The minimality conditions em-
bedded in the formalization defined the preferred models associated with the theories. In
chapters 4 through 8 we illustrated the main properties of the new theories. In particular we
showed how the minimal models associated with these theories are adequate models for the
spatial knowledge an agent has about its environment. We also illustrated how the different
levels of the representation assume different spatial properties about both the environment
and the actions performed by the agent. These spatial properties play the role of “filters”
the agent applies in order to distinguish the different environment states it has visited.

In the process of formalizing the SSH we have improved the theory in the following
aspects:

¢ Extended the SSH ontologies to include distinctive states, explicitly mention actions
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at the topological level, and deal with local metrical information uncertainty.
e Handled perceptual aliasing.
e Associated a spatial representation with the SSH causal level.
¢ Defined the models of the SSH causal and topological theories.
e Added a theory of regions.

e Extended the topological theory to handle environments with convergent and self
intersecting paths.

Distinctive states have been included as explicit objects in the theory. The predi-
catesceq andteq (chapters 4 and 5) were introduced to denote when two distinctive states
are equal given causal and topological information, respectively. Local metrical informa-
tion imposes further constraints on distinctive states (chapter 7). Having distinctive states
as objects allows the theory to deal with perceptual aliasing (i.e. environment states that
look the same). Once perceptual aliasing is introduced, more than one model of the theory
could explain a given set of experiences. In such cases, new information could prove envi-
ronment states to be different although they were previously believed equal, and viceversa.
Our theory captures this non-monotonicity property of map building.

At the SSH causal level we introduced a spatial representation, that of the causal
graph. A causal graph is a deterministic finite automaton (DFA) where statesgarquiv-
alence classes. Actions at the causal level convey patterns of experience, but no spatial
configuration. At the SSH topological level, qualitative spatial information in ternisraf
andtravel actions is explained in terms of places, paths and regions. Local metrical infor-
mation associated with action execution is explained in terms of distance among places on a
path and angle among paths that intersect at a place. While the ontology of the topological
and metrical levels is more elaborated than the one for the causal level, it is easier to build
this representation than it is to distinguish environment states based only on view-action-
view sequences.

We studied the appropriateness as well as the limitations of the theory. In particular,
we illustrated how when sensor information is weak or the environment is symmetric, the
SSH topological map may not have the same structure as the “real environment”. In such
cases, the topological map has fewer places and paths than the ones one would expect (see
page 24). Nevertheless, the model is sound in that any view-action-view sequence it pre-
dicts will indeed be attainable in the environment.
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From a pragmatical point of view, we illustrated how different navigation architec-
tures are supported by the SSH (appendix A) and we tested these architectures in simulation
and the physical robot Vulcan (chapter 9). Although for map building purposes actions are
considered deterministic, during navigation errors in action execution occur. We defined
different approaches that the SSH can accommodate in order to deal with errors in action
executions and location uncertainty. Similarly, we defined how the SSH representation can
be used for planning, in particular, how regions support hierarchical planning and execution.

In summary, we have defined the SSH models associated with a set of experi-
ences. The resulting theory exhibits some of the agent’s map building characteristics: non-
monotonicity, use of different sources of information, multiple models when using weak
sensors or when the environment is symmetric. The theory’s implementation supports dif-
ferent robot exploration strategies and navigation strategies. It is our aim, that this theory as
well as the algorithms proposed will constitute the standard for map building applications
based on topological maps.

11.1 Future work

There are several different areas of future research linked to this work. These areas include:
extensions of the theory, dealing with non-structured (open) environments, and reasoning
with multiple spatial representations. We discuss these areas in turn.

11.1.1 Extension for the current theory

Our theory assumes static environments. This assumption is embedded in two axioms: ac-
tions are deterministic and distinctive states have a unique view. The first axiom relies on
the control level satisfying the SSH closure properties. The second axiom relies on the
agent having perceptual recognition abilities such that the same view is associated with any
environment state “close enough” to a given distinctive state. However, actions could fail
(i.e. miss a distinctive state) and environment states could have different views associated
with then (e.g. a door being closed or opened). How should the theory be extended to deal
with non-static environments?. Should probabilistic modeling be used instead of the current
logical approach?.

A major point of the SSH theory is that the topological map can be built even in

the presence of no metrical information. Nevertheless, whenever the agent decides to cre-
ate a region and assign locations to places in that region, path shapes should be taken into
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account. How should a path’s shape be represented and reasoned about?. Are qualitative
description of path shape enough?

11.1.2 Learning the control level

While the SSH control level implementation was not the focus of this dissertation, many
interesting questions need to be solved to carry on such implementation. First at all, one
has to translate sensory input into views. Views are then seen as classes describing sensory
input. How does a robot learns these classes? How many classes should it learn?. Second,
the agent control laws are predefined. Different representations of the same environment
result from using different sets of views and control laws. How does the agent decides what
set of control laws are appropriate for exploring the environnfeftRird, the control level

has to render actions deterministic. While we rely on control theory to satisfy this require-
ment, learning control law parameters could benefit from machine learning techniques. In
particular, as the agent repeatedly explores the environment, one expects a more reliable
execution of control laws.

11.1.3 Open environments

We have tested the SSH in office-like environments and simulation. What does it take to
have a SSH robot navigating non-structured open environment, say a university campus?
or a museum? Will the current theory be useful? How much does one have to engineer the
control level to define the “right” set of actions to handle each environment? Certainly being
able to learn the control level (as stated above) will greatly simplify the task of exploring
these environment. We also anticipate that the use of different topological hierarchies (see
11.1.4) as well as the representation of local space will be important for these tasks.

In order to engineer a SSH robot, local representations of space should be incor-
porated. For example, it is easier to navigate a cluttered room based on a reactive vision
module or an occupancy metrical representation, than it is in terms of control laws mov-
ing the robot between distinctive states. Techniques to do this navigation exists, and the
SSH incorporates these local space representations, but the question remains of when these
changes of representation occur, and how the agent keeps the relations among these repre-
sentations.

1See 11.1.4 below.
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11.1.4 Reasoning with multiple spatial representations

The SSH is a hierarchy of coexisting spatial representations. At the same time, the SSH
topological level admits a hierarchical representation based on regions. There are other
kind of topological hierarchies based on scale granularity or relations among actions. These
approaches admit building more detailed maps based on a existing map. For instance,
the agent first builds the map using a general control law (tikew-corridor) which is

then refined when executing a particular instance of such control lawf@likev-corridor-
stopping-at-doorways From the relation among the actions, one could relate both repre-
sentations. The question remains of how/why an agent builds such hierarchies, how they
are related, and how/when an agent uses them for spatial reasoning?

195



Appendix A

Using the SSH

The appropriateness of the SSH representation derives from how well it supports large scale
navigation. Navigation is understood here as the task of getting from one place to another.
This process involves three main aspects: localization, planning, and plan execution. Lo-
calization is the process of knowing the current location of the agent in the environment.
Planning is determining the actions that should be executed to get to the destination place,
and plan execution is the process of carrying out these actions.

Different architectures exist for implementing robot navigation. The major goal of
these architectures is to show how the agent reaches its destination place despite errors in
action execution as well as noise in sensory input. They vary on how the cycle of local-
ization, planning and plan execution is carried out, as well as on the kind of information
the spatial representation should provide for their success. In this chapter we show how
the SSH is suitable as the spatial representation for different navigation architeQures.
goal is to show how the spatial representation (the SSH) is used by different existing
navigation architectures rather than to define “the” SSH navigation architecture

This chapter is organized as follows. Section A.1 illustrates how uncertainty about
the agent’s location can be represented in the context of the SSH. In section A.2 we show
how SSH topological paths and regions are used when planning a route to a goal location.
Different navigation architectures supported by the SSH are presented in section A.3.

A.1 Location

Thelocation of the agent in the environment is described in terms ofélgeon place and
thepaththe agent is atWe assume that a map of the environment is given to the agent
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The agent may not know its actual location w.r.t. this map as actions may fail or views
are not enough to discern the location. Consequently, the agent has to represent the uncer-
tainty associated with its current location and act according to it. Next we will present two
different representations of uncertainty that can be accommodated when using the SSH: in
the first one, a set of locations represents the possible locations the agent is at; in the sec-
ond representation, a probability distribution is kept over the universe of locations. In both
cases, one has to providetate transition functiomefining the effect of actions when exe-

cuted at particular states (locations), as well as to providebaerrvation modedescribing

the effect of making a particular observation at a particular state.

A.1.1 Representing location knowledge

Suppose the agent’s current location is represented by a set of locations (Satds,
agent believes it may be at. Under this representation, given an actiore has to specify
the effect ofa on X, which we will denote by,,. By definition,

Y, = {s: Is€X, (s,a,5)} (A.1)

where( s, a, s’ ) denotes the fact that statéis a possible result of executing actiaron

states. The tuples(s’, a, s’ ) define the possible state transitions associated with the agent
actions. Different languages can be used to specify these transitions. For example, STRIPS
([Fikes and Nilsson, 1971}, A¢ ([Baral and Gelfond, 199Y, C ([Giunchiglia and Lifs-

chitz, 1998).1

Definition A.1 is akin to the one given by Bacchus, Halpern and Levesque in the
context of reasoning about knowledge in the situation calciBmsachuset al,, 1999, page
182). They in turn draw in Moore’s workMoore, 1979, Moore, 198%n usingpossible
world semanticgo formally reason about knowledge and actions. Here we have adapted
their definition in the context of transition based approaches to reason about afBeths (
fond and Lifschitz, 1998, Son and Baral, 2001, Laa@l., 1997). Example 35 (page 200)
illustrates how definition A.1 works. In particular, we will show how as the agent executes
actions and makes observations, theX3&aptures the agentlowledgeabout its actual
location. A formal study of how the knowledge of the agent changes as it performs actions
is outside the scope of this work. The reader is referrefMoore, 1979, Moore, 1985,
Scherl and Levesque, 1993, Baccletigl., 1999, Son and Baral, 20pfor formal accounts
of how to reason about actions and knowledge.

IWe will useC to illustrate the concepts presented in this section.
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We use the languagé ([Giunchiglia and Lifschitz, 1998 to describe the effect
of actions on the agent’s location. The fluémt(p,pa,dir) is used to represent that
the agent is aplace pfacing directiondir of path pa® Constraints between the different
elements describing a location can be derived from the SSH topological axioms (see chapter
5). For example, if the agent is at plaeen pathpa, it should be the case thatbelongs to
pathpa (i.e. on(pa, p) is true). The topological map is described in terms of the following
predicates (see chapters 5,6,8):

e on(pa,p) : placepis on pathpa

e order(pa,dir,p,q) : placeq is after placep on directiondir of pathpa.
¢ nextPlace(pa,dir,p,q) : placeq is the next place after plageon pathpa
e viewsAt(p,v)  :visaview occurring at placp.

totheRightOf(p,pa,dir,pal,dirl), totheLeftOf(p,pa,dir,pal,dirl)
. if the agent is place facing on directiondir of pathpa, after executing a turn right
(left) action, the agent will be facing on directidir1 of pathpal.

Views at the SSH causal level (chapter 4) are associated with places and used as
evidence for the agent to be at a given place. We use the prediestsAt(p,v) to
represent that view occurs at place. Whether a view occurs at a place can be determined
from the distinctive states associated with the place. Formally,

viewsAt(p,v) = 3ds {at(ds,p) A view(ds,v)}

In addition to moving in the environment the agent samsethe environment and deter-
mine the view at its current location. The transitions needed by equation A.1 are described
by the following theory?

Notice that we assume actions to be deterministic during map building, and explic-
itly model action errors during navigatiorThink of this as somebody giving you a map of
a city, and you using it for navigation. While visiting the city, you might get lost or miss
an intersection. You use the map as a reference to deduce where you may be at given that
these errors occurreérrors in travel actionsare modeled by considering a travel action as
a non-deterministic action, whose effect is to move the agent along the same path but to a

2In this presentation we do not include regions in the agent’s location.
*The theory is expressed in the languagdGiunchiglia and Lifschitz, 1998augmented with sorts as
recognized by CcaltMcCain, 1999.
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- sorts paths; path_dir ; places; views ; action >> (sensingAction ; genericAction).
- variables

DIR, DIR1 :: path_dir;

GA, GA1l : genericAction; SA, SA : sensingAction;

V :: views; PA, PAl : paths; P, Q :: places.
- constants

pos, neg :: path_dir ;

loc(places,paths,path_dir) :: inertialFluent;

travel, turnRight, turnLeft, turnAround :: genericAction;

observe_view, observe(views) :: sensingAction.

% locations have to be consistent with the map

% The agent cannot be at two different locations at the same time

always loc(P,PA,DIR) ->> on(PA,P).

caused -loc(Q,PA1,DIR1) if loc(P,PADIR) & -(P=Q && PA=PAl && DIR=DIR1).

% Effect of travel and turn

travel may cause loc(Q,PA,DIR) if loc(P,PADIR) & placeAfter(PA,P,DIR,Q).
turnRight causes loc(P,PA1,DIR1) if loc(P,PA,DIR) & nextRight(P,PA,DIR,PA1,DIR1).
turnLeft causes loc(P,PA1,DIR1) if loc(P,PADIR) & nextLeft(P,PA,DIR,PAL1,DIR1).
turnAround causes loc(P,PA,neg) if loc(P,PA,pos).

turnAround causes loc(P,PA,pos) if loc(P,PA,neg).

% Action preconditions. The symbols VQ... means exists Q ...

nonexecutable travel if loc(P,PA,DIR) & -(VQ:placeAfter(PA,DIR,P,Q)).
nonexecutable turnRight if loc(P,PADIR) & -(VPAl:nextRight(P,PA,DIR,PA1,DIR1)).
nonexecutable turnLeft if loc(P,PA,DIR) & -(VPAl:nextLeft(P,PA,DIR,PA1,DIR1)).

% sensing actions.

nonexecutable observe(V) if loc(P,PA,DIR) & -viewsAt(P,V).
nonexecutable observe_view if -(\V/V:o(observe(V))).
nonexecutable observe(V) if -o(observe_view).

% do not allow concurrent generic actions
nonexecutable GA & GAl if (GA @< GAl).

% D. not allow concurrent sensing and generic actions. Recall that sensing actions
% (see observe_view) aremodeled by concurrent actions.
nonexecutable SA & GA.

Figure A.1: Theory describing a transition model associated with equation A.1. Errors when traveling are
modeled by non-deterministic actions. Sensing actions are modeled by concurrent actions not affecting any
fluent in the theory and indicating the conditions under which they are executable.
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place after the place in which the action is perforie@ensing actionf.e. observe_view,
observe(V')) are modeled by not affecting any fluent in the theory and by indicating the
conditions under which they are executable (e.g. it is possible to observe &viewthe
current place only iV is associated with the place). We model the action of sensing a view,
observe_view, as aconcurrentaction: observe_view is executed if and only if at least one

of the actionsbserve(V) is executed. The next example illustrates how these ideas work.

Example 35
OB -—---- ~ob - -0
A |
if | el :d
O=-------- O~ S

Figure A.2:. The agent visits placesb, . . ., f, a in the order suggested by the arrows. Cormeaadd look
alike to the agent. Cornersandf look alike to the agent. Placésande have unique views that differentiate
them from the other places.

Consider the environment depicted in figure A.2, whose topological map is de-
scribed by the following Prolog prografn:

viewsAt(a,va). viewsAt(b,vb). viewsAt(c,vc).
viewsAt(d,va). viewsAt(e,ve). viewsAt(f,vc).
nextPlace(pa,pos,a,b). nextPlace(pa,pos,b,c). nextPlace(pal,pos,c,d).
nextPlace(pa2,pos,d,e). nextPlace(pa2,pos,e,f). nextPlace(pa3,pos.f,a).

totheRightOf(c,pa,pos,pal,pos).  totheRightOf(d,pal,pos,pa2,pos).
totheRightOf(f,pa2,pos,pa3,pos).

nextRight(c,pa,pos,pal,pos). nextRight(d,pal,pos,pa2,pos).
nextRight(f,pa2,pos,pa3,pos). nextRight(a,pa3,pa).
nextPlace(PA,neg,P,Q) :- nextPlace(PA,pos,Q,P).
totheLeftOf(P,PA,DIR,PA1,DIR1):- totheRightOf(P,PA1,DIR1,PA,DIR).
order(PA,DIR,P,Q) :- nextPlace(PA,DIR,P,Q).
order(PA,DIR,P,Q) :- nextPlace(PA,DIR,P,R), order(PA,DIR,R,Q).
on(PA,P) :- nextPlace(PA,P,Q) ; nextPlace(PA,Q,P).

4See “effect of travel” clause in the program.

5As a result of performingbserve_view the agent gets a vield. We model this fact by saying that the
agent performs concurrently the set of actignéserve_view, observe(V)}. See “sensing actions” clauses
in the program.

®The consequences of this program correspond to the topological map we are describing.
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According to our theory on page 199, part of the transition diagram associated with
this map is depicted on figure A’3.

travel observe(vc)

observe(va)
O observe(vh turnRight

turnR ht observe(vc)
observ va) /i‘ travel
loc(a,pa) loc(b,pa) | = /\ O

|OC(a pad)
travel | observe(va)

observe(vc) observe(va)

observe(vce) | travel

observe(vc)
observe(ve)
loc(d,pal)
‘\/ ‘ travel loc(e, paz)Hid loc(d,pa2) J
turnRight turnRight

travel
Figure A.3:Transition diagram associated with the environment in figure A.2.

Notice that transitions labeled by sensing actions gbeerve(V')) leave the system
in the same state. Moreover, no transition labedederve(V)exists from a state whose
place does not haw associated with it. Sensing actions are knowledge producing actions
as illustrated next. Suppose the current agent location belief is the set

= {loc(a, pa, pos), loc(b,pa,pos)} .

Suppose the agent makes an observation and obtaingwielihen, according to definition
A.1 and the transition diagram in figure A.3,

2{observe_view,observe(va)} = {loc(aa ba, pOS) }

Having observeda, the agent has ruled olatc(b,pa,poshs a possible location, and it now
knows that it is atoc(a,pa,pos)

"For readability we have omitted the complete transition diagram. For instance, some transitions are not rep-
resented in the diagram (transitions associated#witih Le ft andturn Around actions). Only locations along
the positive direction of paths are represented (e(p, pa) should be readoc(p, pa, pos) in the diagram).
Finally, transitions labeled bybserve (V') actions should be labeled by the §ebserve_view, observe(V)}.
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The execution of actions other than sensing actions may provide information to
the agent. Consider the following example. Suppose the agent initially does not know its
location, and performs the sequence of actions

travel ;travel .
The agent’s initial location belief is represented by the set

{loc(a, pa3, pos), loc(a, pa, pos), loc(b, pa, pos), loc(c, pa, pos), loc(c, pal, pos),
loc(d, pal,pos), loc(d, pa2, pos) , loc(e, pa2, pos) , loc(f,pa2, pos), loc(f,pa3,pos)}

After performing the first travel action, the new location belief becomes
{loc(a,pa3, pos) , loc(b, pa, pos) , loc(c, pa,pos), loc(d, pal, pos)
loc(e, pa2, pos) , loc(f, pa2, pos)}

Finally, after the second travel action, the current location belief becomes

{loc(c, pa, pos) , loc(f, pa2, pos)}

Either the agent is dbc(c,pa,pos)r atloc(f,pa2,pos) Notice that the execution of travel
actions has restricted the possible locations the agent might be at. The agent will have to
execute the actions

turnRight ;travel ;turnRight ;travel ; observe_view

to disambiguate its location.

“Reasoning” back on time is done by considering the history of location believes
%0, 21, - - -, n, Where,3; = ;4 ,,,8 and the operatoE, ! defined as follows:

¥l = {s: 3 €2 (s,a,5")} . (A.2)

One then considers the sequeg 3, ..., %], whereX], = X, andX] ; = ¥; 1 N
(%§)a.}. Forexample, fronmg = travel, a; = travel,

Xy = {loc(c,pa, pos) , loc(f,pa2,pos)}
and

Y1 = Aloc(a,pa3,pos), loc(b, pa, pos) , loc(c, pa, pos)
loc(d, pal, pos), loc(e, pa2, pos) , loc(f,pa2,pos)}

8The initial beliefs, is given.
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as above, we conclude
21 = {loc(b,pa, pos), loc(e, pa2, pos)}

By a further application of equation A.2 the agent concludes that its initial location before
executingtravel; travel was eitheldoc(a,pa,pospr loc(d,pa2,pos)
{end of example

A.1.2 Probabilistic representations of location

Under the probabilistic approach to representing location uncertainty, a probability distri-
bution is kept over the universe of locations. Transition and observation models have to be
provided defining the effect of actions on the different states. Based on these models, a rule
has to be defined on how to update the probability distribution after an action is executed.
Next we illustrate the use of POMI3f the context of the SSH. The reader is referred to
[Shafer, 1976, Duboi and Prade, 1988, Bacatua., 1999 for other possible approaches.

A POMDP is a tuple (S,A,®,0) 1% where: Siis a finite set of states is a finite
set of actionsT is a state transition modef the environment, which is a function mapping
elements from SxA into discrete probability distributions ove@Ss a finite set of possi-
ble observations, an@® is an observation function mapping AxS into discrete probability
distributions ove®©.

We write P(s'|a, s) for the probability that the environment will make a transition
from states to states’ when actiona is executed By definition P(s'|a,s) = T'(s,a,s').
We write P(o|a, s) for the probability of making observatianafter having executed action
a and ended in state. By definition, P(o|a, s) = O(a, s, 0).

According to Bayes rule, given a current distributiBg}.;,», an actiorn, and an ob-
servatioro, we can calculate the distribution after performingnd observing , Pyosterior
as follows:

Pposterior(sl) = Pr(sl|aa 0, Pprior) (AS)

®POMDP stands for Partially Observable Markov Decision Process.
%A POMDP includes also a reward function mapping SxA to the real numbers that specify the instantaneous
reward that the agent derives from taking an action in a statd Psgerman, 1993.
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Pr(o|s', a, Pprior ) Pr(s'|a, Pprior)
Pr(ola, Pprior)

P(ola, s") Y55 P(s']a, 8) Porior(8)
Pr(ola, Pprior)

wherePr(o|a, Pyrior) is a normalizing factor defined as

Pr(ola, Pprior) = Z P(ola, s") Z P(s'|a, ) Pprior(s) .
s'esS sES

Example 36

Consider the same environment as in example 35 (figure A.2, page 200). The POMDP
associated with this environment is such that its states are the set of possible locations, ac-
tions are SSH actions (i.e. travel, turnRight, turnLeft), observations are the SSH views, and
the transition and observation models are derived from the transition diagram illustrated in
figure A.3 augmented with probabilities. The actual values of these probabilities have to
be learned by the agent as it explores the environment[Geemons and Koening, 1995,
Basyeet al, 1995, Koenig and Simmons, 1996, Engelson and McDermott, 1992b

this example we have assigned these probabilities by assumin@#(#t loc(p, pa)) =
Pr(V|]loc(p',pa')) for all p andp’ such thawiewAt(p, V) = viewAt(p',V).1t As for

the transition model, we have assumed that after traveling it is more probable to be in the
next place in the current path that in any other place on the path. Figure A.4 illustrates the
corresponding transition model.

Suppose the agent does not know its current location. This fact is represented by a
uniform distribution over the set of possible locations. After performingael action,
the new distribution is:

Pr(loc(a,pa)) = O, Pr(loc(a,pal3)) = 1/6,
Pr(loc(b,pa)) = 2/15, Pr(loc(c,pa)) = 1/5,

Pr(loc(c,pal)) = O, Pr(loc(d,pal)) = 1/6,
Pr(loc(d,pa2)) = 0, Pr(loc(e,pa2)) = 2/15,

Pr(loc(f,pa2)) = 1/5, Pr(loc(f,pa3)) = 0.

Notice that the agent’s most probable states are eltige, pa) or loc(f, pa2). Suppose
now that the agent observes viem:. The new distribution becomes:

1To simplify the example we only consider the positive direction of paths in a location, and&e(itg pa)
instead ofloc(p, pa, pos). Moreover, we assume that the observation function depends only on the state and
not in the executed action that brought the agent to this state.
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travel 0.2.

turanght 1.0.

turanght 1.0
travel tra\/el 1.0
loc(a,pa) loc(b,pa)
loc(a,pa3)
travel, 1.0.
loc(d,pal)

uranght 1.0.

travel 1.0.

travel 1.0 travel 0.
A\/ loc(e,pa2)
turnRight, 1.0

travel 0.2.

Figure A.4:POMDP transition model associated with the environment in figure A.2.

Pr(loc(a,pa3)) = 0,
Pr(loc(c,pa)) = 1/2,
Pr(loc(c,pal)) Pr(loc(d,pal))
Pr(loc(d,pa2)) : Pr(loc(e,pa2)) = 0,
Pr(loc(f,pa2)) = 1/2, Pr(loc(f,pa3)) =

Pr(loc(a,pa))
Pr(loc(b,pa))

I
oL oo
Il
o

{end of example

In summary, the SSH representation can accommodate different representations of
the agent’s location. The SSH topological map was used to define state transition models
used during navigation. In these models, action’s errors were accounted for. Views at the
causal level were used to provide evidence of whether the agent is at a given place. Different
theories to reason about the effect of actions and observations in the agent’s location were
discussed in association with these models.
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A.2 Planning

The problem of finding a sequence of actions that takes the robot from plexelace

g can be reduced to a graph search problem. This does not come as a surprise given the
graph-like structure of the SSH topological map. Paths and regions at the SSH topological
level are used to expedite the search for a route to a goal destination. Next we illustrate
how tailored planners can be defined to efficiently use paths and regions for route finding.
Generic planners can also be used with the SSH (section A.2.3).

A.2.1 Using topological paths for planning

Two basic search graphs can be associated with the SSH topological map. The first one is
defined as follows:

e The nodes of the graph are the places of the topological map.

¢ An edge with labepa,dir from placep to placeq exists whenevesrder(pa, dir, p, q)
is the case.

The second one is a bipartite graph such that:

¢ Nodes correspond to the union of places and paths in the topological map.

¢ An edge exists from placeto pathpa whenevewn(pa, p) is the case.

Notice that a path in the graphs above does not completely specify the sequence of
actions to get to the goal. However, enough information exists in the SSH to derive such
actions. A path on the graphs above can be easily converted to a route description, or used
as a plan skeleton during navigation.

Example 37

Consider finding a plan to go from plaeeto placed in the environment of figure
A.5. A shortest path between these two places will be

(a,c,pa); (c,d,pal) .

This path can be interpreted as the pfallow path pa until place c, then take path pal
and follow it until place d Each of the edges in this path represents a sequence of actions:
for example, the labeled edde, ¢, pa) represents the sequence of actiongel ; travel.

Turn actions need to be included in the plan when a change of path is required. For exam-
ple, at place, to turn from pathpato pathpal, the actionturnRightshould be executed.

{end of example
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Figure A.5: (b) Search graph associated with the environmerat.irfc) Bipartite search graph associated
with the environment ir.

A.2.2 Using regions for planning

In chapter 8 we introduced regions in the context of the SSH. Regions were defined to be
sets of places with a containment hierarchy among them. Connectivity relations between
regions are derived from connectivity relations between places in the regions. This require-
ment allows us to define a hierarchical route planner as defined in chapter 8 (page 120).

Example 38

Consider the same scenario as in our previous example (page 206). Suppose we have the
regionsR1, R2 andRsuch thatR = {R1, R2}, R1 = {a,b,c} andR2 = {d,e, f}

In order to find a path from placato placee the hierarchical planner finds first a
route from regiorR1to regionR2 This path specifies that the edged, pal) will be part
of the plant? Recursively, the planner finds a route®i'® from ato c as well as a path in
R2 from dto e. The pathga, b, pa); (b, ¢, pa) and(d, e, pa2) are returned respectively and
a complete path will then be derived. Note that the route found may be sub-optimal as in
this case.
{end of example

127 nondeterministic choice will be done in case different edges coriieandR2
13A path whose places belong RiL
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A.2.3 Conventional planners

While the two sections above show how tailored planners can be used with the SSH, it
is possible to use more generic planners. For example, a modification of the causal theory
presented in page 199 can be used as input for ¢emi€ain, 1999 in order to do planning.

When planning, we do not model action errors as part of the theory nor do we include
sensing actionk! We replace the rule

loc(Q, PA, DIR) caused after travel & loc(P, PA, DIR) & order(PA,DIR, P, Q)
by
loc(Q, PA, DIR) caused after travel & loc(P, PA, DIR) & nextPlace(PA,DIR, P, Q)

in our causal theory. Action errors will be detected and handled by the navigation system,
as described in section A.3.

A.3 Navigation

A navigation architecture defines how the agent integrates sensing, planning, and acting
within a single system. Such an architecture has to deal with key issues such as uncertainty
(in both sensing and action), reliability, and real-time respoféertenkampet al., 1999).

The SSH can be used as the spatial representation for different navigation architectures.
Next we outline how the SSH can be used diyserve-plan-acarchitectures as well as

for architectures based on hierarchical planning and execution. The reader is referred to
([Kortenkampet al,, 1999) for the state of the art of working mobile robot architectures.

Observe-plan-act architectures

Most navigation architectures follow @bserve-plan-act loop. They vary on how

often each step in the loop is run as well as the actual order and implementation of the steps
in the loop. Theobservestep of the loop helps to determine the agent’s location as well as
to detect failures in the execution of actions. Tien step determines what the next action
(actions) to execute should be. Thet step corresponds to carrying out the action (actions)
determined in the plan step. Depending on the representation chosen for the agent’s loca-
tion, different schemas are used to implementabserve-plarsteps.

Under the probabilistic representation of the agent’s location (section A.1.2) an ac-
tion is chosen by assuming that the agent is at the most probable location. A deterministic

The agent will sense the environment as part of its navigation strategy. Our causal theory in page 199
defines how the output of these sensing actions affects the knowledge state of the agent.
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plan is then generated from that location to the goal destination. The first action of such
plan is executed. Observations are made and the agent location is updated according to
equation A.3. The loopbserve-plan-actontinues until the most probable location is the
destination goal.

The description above assumes that the probability distribution has a “clear” most
probable state. Whenever this is not the case, the agent could change its goal from going to
a given destination to gathering relevant information that allows it to localize better. Once
the agent is better localized, navigation continues to the destination [§danions and
Koening, 1995, Koening and Simmons, 1998

When the agent’s location is represented by a set of possible locations (section
A.1.1), the next action to execute is found by selectifigm the set of possible locations,
and generating a deterministic plan fréno the destination. The first action of this plan is
executed, observations are made and the agent’s location is updated according to equation
A.1l. In order to select the new current location the agent uses equation A.1 applied to
the set{l}. If the result is the empty set, a new location is selected at random, otherwise
a location from this set is chosen as the current location and thedbsgrve-plan-act
continues until the set of possible locations is a subset of the set of locations satisfiying
the goal. The reader is referred[fdourbakhsh and Genesereth, 1996, Nourbakhsh, 1998,
Baral and Gelfond, 1999or details on how to implement these ideas.

Hierarchical planning and execution

Hierarchical planning as described in section A.2.2 can be interleaved with plan execution
to efficiently accommodate errors in actions and sensing as well as incomplete information.
Instead of generating a detailed plan, thierarchical plannerrepresents a plan by a tree
whose nodes get expanded as the plan is executed. This tree is traversed in a depth first
fashion so that actions for the robot can be generated as soon as possible.

Each node of the plan tree represents a plan step thptahrertells the sequencer
to execute. The sequencer either executes this plan step and notifies the planner it did so
or asksthe planner for more information on how to carry on the step. On receiving a no-
tification from the sequencer, the planner either tells the agent to execute the next step in
the plan (if the sequencer successfully executed the previous step) or search for a new plan
to achieve the goal. On being asked for more information about a plan step, the planner
expands the plan step and tells the sequencer to execute a nhew (probably more refined) step
in the plan. The net result of thell/ask interaction between the planner and the se-
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guencer is that we have hierarchical planning and execution. The example below illustrates
these ideas.

Consider the scenario in which a robot is turned on and asked to go to the chair-
man'’s office (see figure A.6). First notice that the agent does not necessarily know where
it is.1> Consequently, a sensible plan will include actions to decide where it is (possibly by
asking the driver).

Suppose the robot decides that it is at the lab (either by asking or by using the last

location it was at) as its current location. Once a location has been associated with “the
chairman'’s office”, a plan can be derived from the topological map depicted in figure A.6.

FLOOR 4

FLOOR 2

" take-elevator-to-floor-2 -

OFFICE LAB OFFICE ELE’VA/TOR 55 EI:EVATOR Chaiman’s office

go
1m s trhoug et-into-elevator lounge im

1
2m 2m
O=0=—""= ==0
Q foll;d\/&i(forrldor
STAIRS

9
2m
A 1m 907 throuhg

.. foIIow corndor
STAIRS R BATHROO

- take-stairs-to-floor-2.--~_ y

Figure A.6: Going to the chairman’s office. Floors are represented as regions in the SSH topological map.
These regions are connected(bgke-elevator-to-floor ?x) actions.

The general plan will be

go-to(elevator-55)
take-elevator-to(floor-2)
go-to(chairman-office)

Notice that the last step of the plan is the same as the original goal. However,
by the time the robot executes this step, the robot will be at floor 2 and consequently
closer to the chairman’s office. The planner now proceeds in a depth first fashion to ex-
pand the plan above. A new plan (restricted to floor 4) will be then generated for the goal
go-to(elevator-55) . In this case the planner uses the map associatedladthi4
to solve this problem and finds the plan:

BIt's safe to assume that it remembers the last place it was at before being shutdown!
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go-through-door
follow-corridor for about 2m
follow-corridor for about 1m

Whether the robot should go left or right at the corridor after going through the door
is not explicitly mentioned in the plan. That information will be made explicit during the
plan execution. In order to execute the plan above, the planner tells the sequencer to execute
each plan step as follows:

(define-sequencer-task (step-go-through-door)
(if (succeed (go-through-door))
(notify-planner success)
(ask-planner expand-step))

The (notify-planner success) call allows the planner to monitor the ex-
ecution of the plan. As steps are executed, the robot’s location in the map is updated. On
receiving a notification of step execution success, the planner will invoke the execution of
the next step in the plan (by generating a plan step similar to the one above).

When the planner is asked &xpanda plan step, it uses a more detailed map to
carry out the step. If this is not possible, a failure in the plan is detected. Failures are taken
into account by indicating that either a place or path in the topological map cannot be used
for future planst’ For example, if the plan stefgo-through-door) fails, then the
robot should conclude that it is still at the lab, and that the path connecting the lab with the
corridor should not be used for future plans.

The actiongo-through-door looks like

(define-sequencer-task  (go-through-door)
(if (look-and-found? ?door)
((get-close-to ?door) (pass-through ?door))
(return failure)

18For the purpose of the examples we made up a language to specify the tasks the sequencer should carry on.
Special purpose languages exist to specify these tasks: [FARS, 1994, ESL[Gat, 1996. Sed Kortenkamp
etal, 1999.

This implies that the planner has a local memory to indicate changes in the representation.
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The action(look-and-found? ?door) will use the sensory system to look
for the door. The result of executing this action will beatochorthe door so that a reactive
procedure can be performed to get to the door. The a¢tjetrclose-to ?door)
will make the robot navigate towards the door. Notice that this procedure can be compli-
cated and might involve planning or using a local map.

If the door is not found, the sequencer will ask the planner how to get to the door.
The planner finds a plan by using a map of the lab (plus knowing where in the lab the robot

is) as depicted in figure A.7. The resulting plan willfdellow-wall until at(door-at-lab); get

ELEVATOR

‘; get-through—door | get-into—elevator

/ b4
turnright, .ty left
::‘:i,,: R S R
go-to—door
°

Figure A.7:Detailed maps for the lab, the corridor and the elevator.

A.4  Summary

In this chapter we have shown how the SSH is a suitable spatial representation for naviga-
tion. For each of the sub problems associated with navigation, localization, planning, and
plan execution, we discussed different approaches supported by the SSH representation.

In order to take into account errors while navigating the environment (e.g. miss-
ing an intersection), the SSH supports two different approaches to represent location un-
certainty: representing disjunctive location knowledge and probabilistic representations of
location. In the former, location is represented by a set of possible states. In the latter,
location is represented by a distribution over possible states. In both cases, we defined the
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transition and observation models associated with the corresponding approaches.

In order to solve planning problems (i.e. finding a route to a goal destination), the
SSH supports the use of standard planners as well as special purpose planners exploiting
paths and regions at the SSH topological level. We defined the corresponding algorithms
for this later case.

Finally, we discussed different navigation architectures supported by the SSH. In
addition to observe-plan-act architectures, we defined an architecture combining hierarchi-
cal planning and execution. In this architecture, instead of generating a detailed plan, a
hierarchical planner represents a plan by a tree whose nodes get expanded as the plan is
executed. This tree is traversed in a depth first fashion so that actions for the robot can be
generated as soon as possible. We illustrated how this architecture can accomodate recur-
sive plans (i.e. in order to go home, leave the office and go home) as well as recover from
errors in action execution.

The different methods described in this chapter illustrate how the SSH supports

navigation. In addition, the methods illustrate how the different SSH levels are combined
during localization, planning and plan-execution.
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Appendix B

Topological Level Properties

In this appendix we prove some properties of the SSH topological theory. Recall the SSH
topological theory is defined as follows:

TT(E) =
there exist in finitely many places ,
there exist in finitely many paths ,
—3p [tplace(p) A is_region(p)],
—3pa [tpath(pa) A route(pa)] ,
Azioms 5.1 — 5.2,
COMPLETION(E),
Azxioms 4.1 — 4.11
(ds,a,ds'y A (ds,a,ds") — ds' = ds", (Aziom 4.22)
T block
{ min is_region, min route :
AT block = (B.1)
{ maz teq :
r
circ tpath - tplace var SSprred (B.2)

}
}

wherel is the set of axioms defined in page 41, Mffpred stands for the tuple of pred-
icates(at, along, order, on, teq, turn_eq, travel_eq, ).

The properties of the SSH topological theory proved in this appendix are listed
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below. LetM be a model fofl'T'(E), then
e M = Vpa, [tpath(pa) = 3ds, dir along(ds, pa, dir)].
e M = Vp, [tplace(p) = Ids at(ds, p)].

¢ The topological map associated with a finite set of experieftkas a finite number
of topological paths and a finite number of topological places.

¢ Any two models of the SSH topological theory have the same number of topological
paths and the same number of topological places.

Theorem 8 Let M be a model of ' T'(E). Then,
e M = Vpa, [tpath(pa) = 3ds, dir along(ds, pa, dir)].
e M = Vp, [tplace(p) = Ids at(ds, p)].
Proof.
CIRCIT; tpath = tplace; SSHpred]
= {proposition 15 in [Lifschitz,1994]}
CIRCIT; tpath;tplace, SSHpred] AN CIRCIT; tpath, tplace; SSHpred]
— {def. of circumscription}
CIRCIT; tpath]

Sincel’ = I'(tpath) A [along(ds, pa,dir) — tpath(pa)] wherel”(tpath) is neg-
ative, then

CIRCIT; tpath]

CIRCI[I' (tpath) A [along(ds, pa,dir) — tpath(pa)]; tpath]
= {proposition 4 in [Lifschitz,1994] }

' (tpath) A CIRC[along(ds,pa,dir) — tpath(pa); tpath]
— {proposition 1 in [Lifschitz,1994]}

[3ds, dir along(ds, pa, dir)] = tpath(pa)

Similarly, ' = I A [at(ds,p) — tplace(p)] wheretpath does not occur il”.
Then,

CIRCIT; tpath ~ tplace; SSHpred]
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— {see above}
CIRCIT; tpath,tplace; SSHpred]

— {def. parallel circumscription}
CIRC|T; tpath, tplace]
— {def. parallel circumscription}

CIRCI' A [at(ds,p) — tplace(p)]; tplace]
= {propositions 1 and 4 in [Lifschitz,1994]}
I A [3ds, at(ds,p)] = tplace(p)

Theorem 4. The topological map associated with a finite set of experieithas
a finite number of topological paths and a finite number of topological places.

Proof. Since a distinctive state is along at most one topological path (axiom 5.24,
page 42), theorem 8 implies that for any modél of TT(E) there is an injection from
tpath™ into distinctive-states™ . Sincedistinctive-states™ is finite so istpath™.

Similarly, since distinctive states are at a unique topological place (axiom 5.16, page
41), from theorem 8 we conclude that the set of topological places in a mod@&l @) is
finite. O

Theorem 5. Any two models of the SSH topological theory have the same number
of topological paths and the same number of topological places.

Proof. In order to prove that two model®/; and M, of TT(E) have the same
number of topological paths (tpaths) and the same number of topological places (tplaces), it
is enough to show that this is the case for models ofAtieblock (block B.1). Suppose that
tpath™1 has less elements thapath™2, and so there exists an injectign: tpath™ —
tpath™2. One can extend to define an isomorphism frod¥; into M}, such thath/s, <
M, where< is the order defined by the circumscription policy B.i fact,

o Let ¢ : tplace™ — places™? be an injection. Such an injection exists since
tplace™ is finite andplaces™? is infinite.

o Letp : SM1 — SM2 pe the identity over the sorts (S)of distinctive states, actions,

1This proves thaf/; and M» have the same number of topological paths.
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views, schemas, path types and path directions. Recall we assurethrandin-
terpretation for these sorts, where the corresponding universes are defined by the
constant symbols .

The functiong above defines an isomorphic embedding frdfp into M, in the
standard way. In facty(M;) = M, is defined as follows:

o tpath™> = ¢(tpath™), tplaceM> = ¢(tplace™).

tegM2> = P(teg™1) = {teq(ds1,dss) : My |= teq(dsi,dss)} = tegMt.

o at’: = ¢(at™) = {at(ds, ¢(p)) : M | at(ds,p)}.

o along™> = ¢(along™*) = {along(ds, p(pa),dir) : M l= along(ds, pa, dir)}.

o orderM: =¢(order™M) = {order(¢(pa), dir, p(p), $(q)): My [ order(pa,dir,p, q)}.
o on™2 = g(on™) = {on(¢(pa), $(p)) : M = on(pa,p)}.

o turn_eqgM> = d(turn_eqMr) = turn_eq™?.

e travel_eqMz = d(travel_eq™) = travel_eqM*.

Notice that the language d@f is defined by{¢path, tplace} U SSHpred. Thus
M, [= T implies ¢(M;) |= I'.2 Sinceg(tpathMt) C tpath™2, theng(M;) < M,, and
so M, is not minimal, and is therefore not a model®I'(E). It follows thatM; and M,
have the same number of topological paths.

Similar argument shows that/; and M, have the same number of topological
places. If not, there would exists: tpath™1 — tpath™> a bijection andp : tplace™r —
tplace™? an injection that allows us to apply the same argument as abbve.

Theorem 6. Letds; be a distinctive state symbol such that

Vdsy & [ds1]—, [dsalteq N [ds1]— = 0 . (B.3)

turn’ turn

Then
VdSQ Q [dsl]t

—
urn

, place(dsy) # place(dsy) .

2Notice that the circumscription policy varies all predicates in the languadg ahd ¢ is the identity
over all constant symbols in the theory, for otherwigéM:) = T is not necessarily the case. In general
the interpretations of a unary predicate (set) under a circumscriptive theory do not have the same number of
elements. For example, consider the model§’'d6RC[(P(0) A P(1)) V P(2); P], where the interpretation of
P could have one or two elements (this example is due to Vladimir Lifschitz).
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Proof. The hypothesis of the theorem implies that
Vdsy ¢ [ds1]—, —turn_eq(dsz,ds1) .

Indeed,

turn_eq(dsy, ds2)
Jbo, ..., bp, by ..., by ST
® by = dsz, by =dsy,
o teq(bi,by), 1=0,...,n

o turn(by, biy1), i=0,...,n—1.

Let1 < j < nsuch that[Vj <k<n, by € [dsl]@] andbg;_1y ¢ [dsl]@.

Notice that such g exists sinceds; = by ¢ [ds1]— andds; = by € [ds1]—.
Consequently,

turn_eq(dsy, dsz)

N
bjr € [ds1]—~

— {teq (b, bjr)}
[bjlteq N [ds1]—~ # 0

— {B.3}

bj € [dsl]@

— {turn(b; _1y,b;)}
b1y € [ds1]—

N

false

Thus—turn_eq(dss, ds1) should be the casél
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Appendix C

Nested Abnormality theories

In this appendix we define circumscription and nested abnormalities theories following
[Lifschitz, 1994, Lifschitz, 199b

The main idea of circumscription is to consider, instead of arbitrary models of an
axiom set, only the models that satisfy a certain minimality condition (usually set inclu-
sion). Mathematically, circumscription is defined as a syntactic transformation of logical
formulas. It transforms a sentendeinto a stronger sentencé*, such that the models of
A* are precisely the minimal models df

Definition 12 (Circumscription)

Let A(P, Z1,. .., Zy,) be a sentence containing a predicate condtaamd object, function
and/or predicate constants, ..., Z,, (and possibly other object, function and predicate
constants). Theircumscription of P in A with varied,, . .., Z,, is the sentence

AP, Z1, ..., Zm) N —3p, 21, - .-, 2m [A(Dy 21, - -, 2m) A D < P (C.1))
wherep < P denotes the formula
Ve {p(z) = P(x)} AJx{-p(z)A P(z)}

We denote formula C.1 b¢ IRC [A; P; Z].
{end of definitiof

Intuitively, the models oI RC [A; P; Z] are the models afl in which the extent
of P cannot be smaller without losing the property even at the price of changing the
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interpretations of the constan. In order to make this claim precisely, the following
order,<FiZ  is defined among structures of the languagé of

Definition 13 (<F3?%)

Let M; and M, be two structures for a given one-sorted language. Ten<?Z M,
whenever

o |Mi| =M}

e M; [C] = M,[C],? for every constantC which is different fromP and does not
belong toZ,

e M [P] C M [P]

{end of definitiof

In other words,M; <% M, means that\/; and M, differ only in how they
interpretP and Z, and the extent oP in M is a subset of its extent if/,. Proposition 1
in [Lifschitz, 1994 states that

Theorem 9 A structure M is a model of CIRC [A; P; Z] if and only if M is minimal
relative to<Fi%,

Example 39

Circumscription is usually used in order to formalize default associated with an axiomatic
theory. Suppose the we would like to represent the default “Normally a block in on the
table”. Suppose blocB; is not on the table and I&, denotes another block. The circum-
scriptive theory below allow us to conclude:table(Bs):

Block(xz) A = Ab(z) — Ontable(x) (C.2)
—Ontable(B1) (C.3)
Block(By), Block(Bsz), By # Bs (C.49)
circ Ab var Ontable (C.5)

where we have extended our notation such that the above should be understood as

CIRC[C.2 A C.3 A C.4; Ab; Ontable]

For a structureV, | M| denotes the universe af .
2M [C] denotes the interpretation 6fin M.
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In the above theory, it is the case théli(z) = © = B;, and consequenti@ntable(Bs)
follows. The role of the predicatéb is to single out the blocks that af@bnormal” relative
to the default (C.2).

{end of example

It is often convenient to arrange different defaults by assigning priorities to them.
For example, consider formalizing the enhancement of the theory above in which “Blocks
are usually heavy”, and “heavy block are usually not in the table”. Next we define two ex-
tensions to the basic definition of circumscription: parallel and prioritized circumscription.

Definition 14 (Parallel Circumscription)

Theparallel circumscription
CIRC [A; P,... P z]

is the sentence
A(P,Z) AN —=3p,z[A(p,z) Ap < P] ,

where P stands for the tuple of predicaté®, ..., P" andp < P stands for the formula
Vi<i<np'<P' AJ1<i<np'< P!
{end of definitiof

The parallel circumscription of several predicates has a simple model theoretics
characterization, similar to the one presented by theorem 9. \Rhsm tupleP!, ..., P",
the relationM; <F% M, between structured/; and M, is defined as before, except that
the condition)M; [P] C M, [P] is replaced byM; [P!] C M, [P foralli =1,...,n.

Definition 15 (Prioritized Circumscription)
Theprioritized circumscription
CIRC [A;Pl — P";Z]

is the sentence
A(P,Z) N =3p,z[A(p,2) A\p < P|

whereP stands for the tuple of predicatés, ..., P™ andp < P stands for the formula

n i—1
V (/\(pj =P)A(p' < Pi))

i=1 \j=1
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{end of definitiof

The formulap < P defines dexicographicorder among the predicatesprand P.
Whenk = 1 it becomew < P;if k = 2, it becomes

(' <PHV(p'=P) = (*<P?) .

Proposition 15 ifLifschitz, 1994 shows that prioritized circumscription can be reduced to
parallel circumscription as follows:

Theorem 10 The circumscriptiorCIRC [A; P! - ... = P"; Z] is equivalent to
n . .
A\ CIRC [A; pPipitt ,P",Z]
i=1

Notation 2
CIRC [A; P! - ...=P;... = P™; Z] stands for the formula
CIRC [AAnotP,=—P; P = ... not P;...» P";Z,R-]

wherenot_P; is a new constant predicate not occurringdin{end of notatiof

C.1 Nested Abnormality theories (NAT'’S)

Nested abnormality theories allows one to apply the circumscription operator to a subset
of axioms, by structuring the knowledge base (the theory) into blocks. Each block can be
viewed as a group of axioms that describes a certain collection of predicates and functions,
and the nesting of blocks reflects the dependence of these descriptions on each other.

Definition 16 (NAT'S)

Consider a second-order langual¢hat doesnotinclude Ab among its symbols. For ev-
ery natural numbek, by L, we denote the language obtained frénby addingAb as a
k-ary predicate constanBlocksare defined recursively as follows: For akyand any list
of function and/or predicate constaids, . .., C,, of L, if each ofA4, ..., 4, is aformula
of L; or ablock then{C1,...,Cp : A1,...,A,} is ablock The last expression reads:
Cy,...,Cy are such thatd,, ..., A,. AboutCy,...,C,, we say that they ardescribed
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by this block.

The semantics of NAT’s is characterized by a maphat translates blocks into
sentences af. It is convenient to make defined also on formulas of the languadas If
A is such a formula, thep(A) stands for the universal closure 4f For blocks we define,
recursively:

0{C1,...,Cp : A1,...,Ap} =Jab CIRC [pA1,...,0A, : ab : Cq,...,Cp] .
{end of definitiof

Example 40

Consider the standard example: objects normally don't fly: birds normally do; canaries are
birds; Tweety is a canary. These assertions can be formalized as the NAT whose only axiom
is

{Flies :

Flies(z) — Ab(zx),

{ Flies :
Bird(z) A —Ab(x) — Flies(z),
Canary(x) — Bird(z),
Canary(Tweety)

}

}

The outer block describe the ability of objects to fly; the inner block gives more specific in-
formation about the ability dbirdsto fly. Each occurrence of the predicadé is “local” to

its block, and so, the two occurrences of the predichteefer two “unrelated” predicates
though we use the same name.

{end of example

Most often, it is desirable not to mention the predicdteat all. We will adopt the
following notations:
e {C1,...,Cp,min P : Ay,...,A,} stands for

{C1,...,Cn, P : P(zx) = Ab(z), A1,...,An}
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e {C1,...,Cp,maz P : Ay,...,A,} stands for

{Ci1,...,Cn, P : =2Ab(x) = P(z), A1,...,An}

Using this notation, we could rewrite our previous example as

{min Flies :
{ Flies :
Bird(z) A —Ab(x) — Flies(x),
Canary(z) — Bird(z),
Canary(Tweety)

}
}

where we dispense the occurrence of atiepredicate. The reader is referred to
[McCarthy, 1980, McCarthy, 1986, Lifschitz, 1994, Lifschitz, 1p8& a complete survey
of the uses and properties of circumscriptions and NATSs.

Definition 17

We extend the definition dflocksas follows: if A is a block, so iCIRC[4; P! = ... =
Pm™; Z]. The semantics of NATs is extended such that

¢CIRC[A;P' = ...~ P", Z] = CIRC|$A; P =~ ... = P"; Z] .

{end of notatior

As the next theorem shows, in some cases prioritized circumscription can be ex-
pressed using NAT's. In these cases however, the notation for prioritized circumscription is
more compact than its equivalent NAT's. This motivates our previous definition.

Theorem 11 Let A be a sentence such thdb does not occur iMd. Then,
CIRC[A;P - @Q;Z]={Z, minQ: {Z, Q, minP: A}}.
Proof.

{Z, minQ: {Z, Q, minP: A}}

224



= Proposition 1 in[Lif schitz, 1995]

{Z, minQ : CIRC[A;P;Z,Q]}

= Proposition 1 in[Lifschitz, 1995]

CIRC[CIRC|A; P; Z,Q); Q; Z]

= CIRC's definition

CIRC[A; P; Z,Q] A —3q, 2{A(P,q,2) A =3p, ¢, Z'[A(p,qd',2') A\p < P] A q < Q}
= logic

CIRC[A; P; Z, QI A [~3p,d, #'[A(p, ¢, #') Ap < P] = —3q, 2{A(P,q,2) N g < Q}]
= CIRC's definition and logic

CIRCI[A; P; Z,Q] A —3q,2{A(P,q,2) N ¢ < Q}

= CIRC's definition and logic;

CIRCI|A; P; Z,Q]| ANCIRC[A;Q, Z]

= Proposition 10

CIRCIA; P » Q; Z]
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Appendix D

Answer Sets

In this appendix we defined the answer set semantics for a logic program as defibiéd in
schitz, 1999, Gelfond and Lifschitz, 1991

Consider a set of propositional symbols, callgdms A literal is an expression
of the form A or —A, where A is an atom (we call the symbei “classical negation”,
to distinguish it from the symbatot used for negation as failure). A rule element is an
expression of the fornk or not L, whereL is a literal. Arule is an ordered pair

Head <+ Body (D.1)
whereH ead and Body are finite sets of rule elements. If
Head = {Li,...,Lg,not Lyq,...,not L;}
and
Body = {L;y1,...,Lp,not Lyyt1,...,n0t L,}
(n >m >1>k > 0)then we write (D.1) as
Ly;...,Lg;not Lgyq,...,mot Ly <~ Lyjyq,..., Ly, not Lipy1,...,n0t Ly, .

Arule (D.1) is aconstraint if Head = (). A program is a set of rules.

The notion of an answer set is defined first for program that do not contain negation
as failure { = k andn = m in every rule of the program). Ldi be such program, and
let X be a consistent set of literals. We say tikais closedunderII if, for every rule in
I, Head N X # () wheneverBody C X. We say thatX is ananswer setof I if X is
minimal among the sets closed undgfrelative to set inclusion).
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Example 41
The program

p;q <
T p

has two answer set$p, —r} and{q}. If we add the constraint
—q

to this program, we will get a program whose only answer sépjsr} (see theorem 12
below). {end of example

To extend the definition of an answer set to programs with negation as failure, take
any progranil, and letX be a consistent set of literals. Thedluct ITX of II relative toX
is the set of rules

Ll;---aLk;%Ll+la"'aLm )

for all rules (D.1) inII such thatX contains all the literalé 1, . . ., L; but does not contain
any of theL,,;1, ..., L,. ThusIIX is a program without negation as failure. We say that
X is ananswer seffor IT if X is an answer set fdi¥.

Example 42
The program

p < notq

q < notp

has two answer set$p} and{q}. {end of example

Adding a constraint to a program affects its collection of answer sets by eliminating
the answer sets that “violate” this constraint. Next we prove this property of answer sets.

Theorem 12 LetII; andII, be logic programs such thai, is obtained froniI; by adding

a set of constraint€” (i.e. Il = IT; U C). Let X be a consistent set of literals. Thén

is an answer set fofl, if and only if X is an answer set fofl; such that for each rule
< Li,...,Ly,not Lyyy1,...,not L, € C,{Lq,...,Lyp} € X wheneverX does not
contain any ofL,, 11, ..., Ly.
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Proof. LetX andY be consistent sets of literals. L&Y (Y) denote the fact
that Y does not violates any constraint @*, that is, if « Li,...,L,, € CX then
{L1,...,Lp} Z Y. In particular,

Y C X ACK(X) = CX(Y) (D.2)
Moreover, it is the case that
CX(Y) =Y is closed under CX (D.3)

In fact, if Y is closed unde€©X and« Ly,...,L,, € CX,then{Ly,...,L,} Z Y for
otherwiseY N # 0. Conversely, ifCX(Y) is the case, it is easy to see thats closed
underCX. From the definition of reduct we have tHa§ = II¥ U CX. Using (D.2) it is
then the case that

{Y: closedyx (Y)} = {Y: closedyx (Y)ACK(Y)} (D.4)
From facts (D.2) and (D.4) the theorem follows:

X answer set for Il
= X answer set for TIY
= X minimal of {Y : closedng((Y)}
=" X minimal of {Y : closedH{c(Y) ACX(Y)}
= CYXX)AWY (Y £XAY CXACY(Y) - ~closedyx (Y))
=" CX(X)AWY (Y £XAY CX - ~closedyx (V)

=  C¥*(X)AX answer set for Iy
CX(X) A X answer set for I
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Appendix E

Ceq Properties

In this appendix we provide proofs for the different properties of the predicatedefined

in chapter 4 (Page 26). We start by proving that predicateis indeed an equivalence
relation? We then illustrate that it in general it is necessary to explicitly @gkto be sym-
metric and transitivé. We show that have the agent completely explored the environment,
then the maximization principle definingq will guaranty thatceq is an equivalence re-
lation without explicitly requiring so (Page 232). Moreover, we show that in this case the
predicateceq captures the idea that two distinctive states are the same if they render the
same views under any sequence of actions.

Theorem 1 The predicate ceq is an equivalence relation.
Proof. For the purpose of the proof next we reproduce the definition of the ti&Dgh)

CT(E) =
COMPLETION(E),
Azioms 4.1 — 4.11,
(ds,a,ds’) A (ds,a,ds") — ds' = ds", (Aziom 4.22)
CEQ_ block =
{ mazx ceq:

ceq(ds,ds') — ceq(ds', ds),
ceq(ds,ds') A ceq(ds’,ds") — ceq(ds,ds"),

ceq(ds,ds') — View(ds,v) = View(ds',v),
ceq(dsy,dss) A (ds1,a,ds]) A (dsa,a,dsh) — ceq(ds], ds})

1Seeceq’s definition below.
2The maximization associated withg’s definition does not guaranty these properties.
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}

We need to prove thateq(ds, ds) is the case. Led/; be a model for the axioms
inside theCEQ blockas well as the other axioms 6fI'(E). Let M, be a structure identical
to M; except that

ceq™2(ds, ds') = ceqM* (ds,ds') v ds = ds' .

Our theorem follows once we prove theh is a model for the axioms inside tlREQ block®
Next we show why this is the case:

o My = ceq(ds,ds’) — ceq(ds', ds). In fact,

ceq™?(ds, ds')
= ceqM'(ds,ds') V ds = ds'
—  ceqMi(ds',ds) v ds' = ds
= ceq™?(ds',ds)

o My = ceq(ds,ds') A ceq(ds',ds") — ceq(ds,ds”). In fact,

ceq™?(ds,ds') A ceq™?(ds', ds")
= (cequ (ds,ds') vV ds = ds') A (cequ (ds',ds") v ds' = ds")
= (cequ (ds,ds') A ceq™*(ds', ds")) v (ds = ds' A ceqM(ds’, ds")) v
(cequ (ds,ds') Nds' = ds") V (ds =ds' Ads' = ds")
—  ceqM(ds,ds") V (ds = ds' A ds' = ds")

= ceq™(ds,ds")

o My = ceq(ds,ds’) — View(ds,v) = View(ds',v). In fact,

ceq™?(ds, ds')
= ceqMi(ds,ds') vV ds = ds'
— Yo [View(ds,v) = View(ds',v)] Vds = ds'
— Yo [View(ds,v) = View(ds',v)] V Vo [View(ds,v) = View(ds', v)]
= View(ds,v) = View(ds',v)

3 M, satisfies the other axioms #T'(E) sinceceq does not occur in them.
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o My |= ceq(dsy,ds2) A (ds1,a,ds)) A (dss,a,dsh) — ceq(ds],dsy). In fact,
M2(dsy,dsy) A (dsy,a,ds)) A (dss, a, dsh)
= (ceqM1 (ds1,ds2) A (dsy1,a,ds]) A (dsz,a,ds'2>) v
(ds1 = dsa A {ds1,a,ds}) A (ds2, a,dsh))
—  ceqMt(ds,dsh) v ({ds1,a,ds}) A (dsy,a,dsh))
Mi(ds!, dsh) v ds| = ds),
= ( 31) )

Axiom 4.22 (i.e. actions are deterministic) is fundamental in the proof above. With-
out this axiom, we could have a set of experiences like
Action_type(ml, travel) ,
CS(sl,a,ml,b), CS(s2,a,ml,c) .
View(a,v) , View(b,vl) , View(c,v2)

for which ceq(a, a) is not the case.

In general it is not possible to remove thgy’'s symmetry and transitivity axioms
from insideC EQ _block. Consider the following example.

Example 43
Let E be the set defined by the following formulae:

CS(sl,dsy,a1,dss) , CS(s2,ds1,az,dss),
CS(s3,dsz,as3,dss) , CS(s4,dss,as,dss) ,
View(dsy,v) , View(dss,v), View(dss,v) ,
View(dss,vl) , View(dss,v2) .
Suppose our definition &' EQ_block were :
CEQ_block =
{ mazx ceq:
ceq(ds,ds') — View(ds,v) = View(ds',v),
ceq(ds1,dss) A (ds1,a,ds]) A (ds2,a,dsy) — ceq(ds’, dsh)

}
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Sincevl # v2 we conclude-ceq(dsy, dss). This in turn implies—ceq(dss, ds3).
However, in order to maximizezq we can makeeq(dsy, ds2)Aceq(dsy, dss)Aceq(dss, dsi)A
ceq(dss,ds1) A Vds ceq(ds,ds) to be the case. In such a modelg is not transitive.

{end of example

There is a special case in whiehg is symmetric and transitive without explicitly
tell so. This is the case when the result of every action at every distinctive state is known.
In this case, we said that the set of experiences is complete.

Definition 18
A set of experience& is completewhenever
E = Va,ds3ds'(ds,a,ds") .

{end of definitiof

Theorem 2 Let E be a complete set of experiences. Cat(E)be defined as follows:

CT(E) =
COMPLETION(E)
Azxioms 4.1 — 4.11
(ds,a,ds'y A (ds,a,ds") — ds' = ds", (Aziom 4.22)
CEQblock =
{ maz ceq:

ceq(ds,ds') — View(ds,v) = View(ds',v),
ceq(dsy,dss) A (ds1,a,ds]) A (dsa,a,dsh) — ceq(ds], dsh)

}

Then the predicateeq is an equivalence relation.

Proof. Let M; be a model for the axioms inside tRdEQ_blockas well as the other
axioms of CT(E). We need to prove that it is possible to have a strucldseidentical to
M, except thateg' C ceq™?, M, is a model for the axioms inside ti@EQ block, the
other axioms oCT'(E), andceq™? is an equivalence class. The proof goes along the lines
of theorem’s 1 proof. Indeed, the same proof as in theorem 1 allow us to assuméihat
is reflexive.

Let M, be a model identical td/; except that

ceq™?(ds,ds') = ceq™(ds,ds') V ceq™ (ds', ds) .
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By definition, ceq™? is symmetric. We need to prove thf, satisfy the axioms inside (the
new)C EQ_block:

o My = ceq(ds,ds') — View(ds,v) = View(ds',v). In fact,
ceq™?(ds, ds')
= ceqM(ds,ds") V ceqg™*(ds', ds)

— Yo [View(ds,v) = View(ds',v)] V Vv [View(ds',v) = View(ds, v)]
= View(ds,v) = View(ds',v)

o M = ceq(dsy,dss) A {(ds1,a,ds)) A (dss,a,dsh) — ceq(ds],dsh). In fact,
ceq™?(dsy, dss) A (dsy,a,dsh) A (dsa, a, dsh)
= [cequ(dsl, ds2) A (ds1,a,ds}) A (dss, a, ds'2>] v
[cequ(d52, dsy) A (dsy,a,ds}) A (dss,a, ds'2>]

—  ceqMi(ds),dsh) V ceq™ (dsh, ds})

= ceq™?(ds),dsh)

Finally, let M, be a model identical td/; except that
ceq™? = transitive_closure(cegM?) .

By definition, ceq™? is transitive. Ifceqg™ is reflexive and symmetric, so ig¢™2. We
need to prove thal/, satisfies the axioms inside (the ne@FQ block:

o My = ceq(ds,ds') — View(ds,v) = View(ds',v). In fact,

ceq™2(ds, ds')
= 3ds,dst, ..., ds" [ds =ds®, ds' = ds™, ceq™* (ds',ds'™t), 0 <i < n]
—  3ds®,ds', ..., ds"
[ds = ds°, ds' = ds”, View(ds',v) = View(ds'™,v), 0 < i < n|
—  3ds®, ds™ [ds =ds°, ds' = ds™, View(ds®,v) = View(ds",v)]
= View(ds,v) = View(ds',v)

o My = ceq(dsy,dss) A (ds1,a,ds)) A (dss,a,dsh) — ceq(ds],dsh). In fact,

ceq™2(dsy, dss) A (dsy,a,ds)) A (dss, a, dsh)
= 3ds'(1<i<n) [dsl =ds', dsy = ds", ceq™ (ds’,ds*tt), 1 <i < n]
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A{ds1,a,ds)) A (dsa,a,dsh)
"2 3dsi3(dst, a, ds’)
[ds1 =ds',dss = ds",ds, = ds',dsh = ds™ , ceg™? (dst,ds*t1), 1 <i< n}
—  3ds” [ds'1 =ds", ds) = ds™ , ceq™*(ds’ ,ds"V)"), 1 <i < n]

= ceq™2(ds}, dsh)

When a set of experiences is complete the predicatgaptures the idea that two
distinctive states are the same if they render the same views under any sequence of actions.
Assume that is complete and lefA = a4, ..., a, denote a sequence of actions. The term
A(ds) denotes the distinctive state resulting from executingtarting atds. By definition,

A(ds) = dsif n =0, A(ds) = ds' such thatEl |= ( (a1,...,an_1)(ds),a,,ds’). Notice
that the definition ofd(ds) makes sense sinde is complete and actions are deterministic.

Theorem 3 Let E be a complete set of experiences. Then,
ceq(ds,ds') =VA,v [View(A(ds),v) = View(A(ds'),v)] .

Proof. Let M, be a model for the axioms inside tidEQ blockas well as the other axioms
of CT(E). Let M, be a model identical td/; except that

ceq™2(ds,ds") =VA,v [View(A(ds),v) = View(A(ds'),v)]

By induction in the length of action sequences on can prove ¢bgt’t C
ceqg™2. Our proof is complete by showing thaf, satisfies the axioms inside (the new)
CEQ_ block:

o My E ceq(ds,ds') — View(ds,v) = View(ds',v). In fact, suppose\ly |=
ceq(ds,ds') and consider the empty sequence of actiois= {}, A(ds) = ds.
Then

View(ds,V) = View(A(ds),v) = View(A(ds'),v) = View(ds',v) .

o My = ceq(dsy,dss) A (ds1,a,ds)) A (dss,a,dsh) — ceq(ds],dsh). In fact,
ceq™2(ds), dsh)
= VA,v [View(A(ds}),v) = view(A(ds}),v)]
+— (dsi,a,ds}) A (ds2,a,dsh) A
VA,v [View(aA(ds1),v) = View(aA(dsz2),v)]
—  ceqM2(dsy,dsz) A (dsy,a,dsh) A (dss,a, dsh)

234



235



Appendix F

Logic Program Correctness

Given a set of experiences, the models of the theor¢'T'(E) (Page 26) indicate under
what circumstances it is possible to consider two distinctive states as referring to the same
environment state. In order to calculate these models, next we define a logic program such

that its answer sets are in a one to one correspondence with the modél¥ bf.
Recall that the theor¢’T'(E) is defined as follows:

CT(E) =

COMPLETION(E) (F.1)

Azioms 4.1 — 4.11

(ds,a,ds’) A (ds,a,ds") — ds’ = ds" (F.2)

CEQ_block =

{ mazx ceq:
ceq(ds, ds), (F.3)
ceq(ds,ds') — ceq(ds’, ds), (F4)
ceq(ds,ds') A ceq(ds’,ds") — ceq(ds,ds"), (F.5)
ceq(ds,ds') — View(ds,v) = View(ds',v), (F.6)
ceq(ds1,dss) A (ds1,a,ds)) A (ds2,a,dsy) — ceq(ds’, dsh) (F.7)

}

The logic progranil we will consider is defined as follows:

p(X, Y, X,)Y) +« . (F.8)
p(X,Y,X2,Y1l) « pX,Y,X1,Y1),ceq(X1,X2). (F9)
p(X,Y,X1,Y2) « p(X,Y,X1,Y1),ceq(Y1,Y2). (F.10)
p(X,Y,X2,Y2) « p(X,Y,X1,Y1),es(X1, A4, X2),es(Y1,A,Y2). (F.11)
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p(X,Y,Y1,X1) « p(X,Y,X1,Y1). (F.12)
p(X,Y,X1,Y2) « p(X,Y,X1,Y1),p(X,Y,Y1,Y2). (F.13)
dist(X,Y) + p(X,Y,X1,Y1),view(X1,V),not view(Y1,V). (F.14)
dist(X,Y) + p(X,Y,X1,Y1),not view(X1,V),view(Y1,V). (F.15)
ceq(X,Y);—ceq(X,Y) « . (F.16)

+ not ceq(X, X). (F.17)

+— ceq(X,Y),not ceq(Y, X). (F.18)

— ceq(X,Y),ceq(Y, Z),not ceq(X, Z). (F.19)

+— ceq(X,Y),view(X, V), not view(Y, V). (F.20)

+— ceq(X,Y),not view(X,V),view(Y, V). (F.21)

+— notceq(X1,Y1),ceq(X,Y),cs(X, A, X1),cs5(Y,A4,Y1). (F.22)

+ not ceq(X,Y),not dist(X,Y). (F.23)

where the variableX andY variable range over distinctive states and the vari&btanges

over views. Rule F.16 states that an answer set of the program shocdanipdetewith re-

spect taceq. Rules F.17-F.19 requikeq to be an equivalence class. Rules F.20 and F.21 are
the counterpart of axiom F.6. Rule F.22 is the counterpart of axiom F.7. In order to define
the maximality condition oteg, the auxiliar predicatg(X,Y, X1,Y'1) is introduced. This
predicate reads d&f X andY were the same, thekil andY'1 would be the same"The
predicatedist(X,Y") defines when distinctive statéé andY are distinguishable. Con-
straint F.23 establishes the maximality condition @g: ceq(X,Y’) should be the case
unlessX andY are distinguishable.

Notation.  Given a set of experience€, II(E) denotes the grounded
program consisting of the rule§cs(ds,a,ds’) «~ . : E |= (ds,a,ds")},
{view(ds,v) «+ . : E = View(ds,v)}, and replacing inll the occurrences of the
variables X, X1, X2, Y, Y1, Y2 and V by distinctive states and view symbols
respectively.

Given a modelM for the axioms F.1-F.7,II(E)(ceq™) denotes the pro-
gram consisting oflI(E) and the rules{ceq(a,b) <~ . : M E ceq(a,b)},
{—ceq(a,b) < . : M - ceq(a,b)}.

Similarly, TI(E);(ce¢™) denotes the program resulting by removing from
II(E)(ceq™) the rules associated with grounding rule F.23. B§(TI(E);(ceq™)) we
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denote the answer set Bf E); (ceq™) (see lemma 2, page 239).

We say thateg™ is maximalin M wheneverM is a model forCT(E).1
{end of notatiof

Using the notation above we can state our theorem as follows:

Theorem 13 ceq™ is maximalin M if and only if AS(II(E)1 (ceqg™)) is an answer set for
II(E)(ceq™).

Notice that theorem 13 establishes a one to one correspondence between the an-
swer sets ofI(E) and the models o€T(E). Given a modelM for CT(E), ceq™ is
maximalin M, and soAS(II(E)(ceq™)) is an answer set fofl(E)(ceqg™), thus, an
answer set foll(E).2 Conversely, given any answer s&t for II(E), the modelM
defined such thad/ = E andceq™ = {(ds,ds') : ceq(ds,ds’) € X}, is such that
AS(TI(E)1(ceqgM)) = X .2 Consequentlyceq™ is maximalin M, that is, M is a model
for CT(E).

Proof of theorem 13

(@) SupposeegM is maximal inM and AS(II(E);(ceq?)) is not an answer set
for TI(E)(ceqg™). Since AS(TI(E);(ceq™)) is an answer set fofl(E);(ceq™), then
AS(TI(E)1(ceq™)) does not satisfy constraint F.23Consequently, there exist distinctive
statesX andY such that:

1. ceq(X,Y) & AS(TII(E)1 (ceq™)), and
2. dist(X,Y) & AS(II(E)1(ceqg™)).

Defineceql™ in M such thatV |= ceql(a,b) wheneverM = ceq(a,b) or p(X,Y,a,b) €
AS(TI(E)1(ceq™)). Symbolically,

ceq1™ (a,b) = ceq™(a,b) V p(X,Y, a,b) .

By definition, ceq™ C ceq1M .5 We are to prove thateq1? satisfies axioms F.3-F.7, which
will contradict the fact thateg is maximal inM:

!Recall thatceg™ denotes the interpretation afq in the structurel/.

%Let X be an answer set fdi(E)(ceq™) and considel” C X closed undefI(E). Then, in virtue of
F.16,Y is closed undeteq™ and soX =Y.

3Given any progranil and X an answer set fdi, X is the unique answer set f6f U X.

“The answer sets dl(E)(ceq™) are those answer setsIif E)1 (ceq™) that satisfy constraint F.23.

®Sincep(X,Y, X,Y) € ASIL(E)1(ceqg™))
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e By lemma 3ceqlM is an equivalence relation.

e Suppose thakeqlM(ds,ds’) is the case. Ifceq™(ds,ds') is the case, then
M | View(ds,v) = View(ds',v). If p(X,Y,ds,ds') is the case, then
View(ds,v) = View(ds',v) is the case, since otherwigkst(X,Y") will belong
to AS(II(E)1(ceq)).b

e Suppose thatV = ceql(dsi,ds2) A (dsi,a,ds}) A (ds2,a,dsh). If M |
ceq(dsy,ds2) is the case, thed |= ceq(ds},dsh) is the case. 1p(X,Y,ds1,ds2)
is the case, by rule F.13(X,Y,ds},dsy) € AS(II(E)i(ceq™)) and soM =
ceql(ds’,dsh).

|

(b) Suppose thatlS(II(E);(ceq)) is an answer set fdi(E)(ceq™ ) andceq™ is
not maximal in M. Then, there existgeql™, ceq™ C ceql™, ceq1™ maximal in M.
Moreover, by the if part of this theorem, (a) aboveS(II(E) (ceq1™)) is an answer set
for II(E)(ceql™). Let X andY be such that:

1. M Eceql(X,Y),
2. M}~ ceq(X,Y), and so (Lemma 2eq(X,Y) ¢ ASTII(E)1(ceq™)).

SinceAS(II(E) (ceq™)) satisfies constraint F.23, théist(X,Y) € AS(II(E); (ceq™)),
and consequently (rules F.14-F.15) there eXigtY'1 andV/, such that

1. p(X,Y,X1,Y1) € AS(II(E)1(ceq™)),
2. M | View(X1,V) # View(Y1,V).

Sinceceg™ C ceqlM, thenp(X,Y, X1,Y1) € AS(II(E);(ceqlM)) (Lemma 4). Since
ceq(X,Y) € AS(II(E)1 (ceq1l™)), thenceq(X1,Y1) € AS(II(E); (ceq1™)) (Lemma 5)
which is a contradiction sincd S(II(E); (ceq1™)) satisfies constraints F.20-F.21.

]

Lemma 2 Let M be a model for axioms F.1-F.7. Letg™ be the interpretation ofeq in
M.” ThenlI(E);(ceq™) has a unique answer set which we denotedSYI1(E); (ceqg™)).
Moreover, for any two distinctive states and ds’, M = ceq(ds,ds’) if and only if
ceq(ds,ds’) € AS(TI(E)1(ceqg™)).

®This is the case according to rules F.14 and F.15, and the facd$¥di( E); (ceq)) is the answer set for

II(E)1(ceq).
"The interpretation ofeq in M is not necessarily maximal.

239



Proof. LetII(E)2(ceq™) denote the program resulting of removing frdbiE); (ceq™)
those constraints resulting from grounding rules F.17-F.22. The answer SHt& f(ceq™ )
are those answer setsIéfE)» (ceq™ ) satisfying constraints F.17-F.22. We are to prove that
II(E)2(ceq™) has a unique answer set satisfying constraints F.8-F.15.

Let Facts denote the union of the sefgs(ds,a,ds’) «+ . : E |= (ds,a,ds")},
{view(ds,v) «+ . : E | View(ds,v)}, {ceq(a,b) < . : M |= ceq(a,b)}, and
{—ceq(a,b) < . : M [ ceq(a,b)}. Any answer set ofI(E);(ceq™) containsFacts.
Let X andY denote two possible answer sets dfE)»(ceq™). Then the reduct of(
andY are the samdl(E)y(ceq™)X = TI(E)2(ceqg™)Y, since bothX andY agree on
the literals of the formview(ds, v).8 ConsequenthyTI(E)y(ceq™) has at most one answer
set. In fact,Cn(II(E)z(ceq™)Facts) is such answer sét.In particular, ceq(ds, ds') €
Cn(TI(E)(ceg™)Facts) iff ceq(ds,ds') € Facts iff M |= ceq(ds, ds").

Finally, sinceceq™ satisfies axioms F.3-F.7 the®n (II( E)(ceq™ ) F2cts) satisfies
constraints F.17-F.22, thus, it is an answer sefftE); (ceg™). O

Lemma 3 Let M be a model for axioms F.1-F.7. Let¢™ be the interpretation ofeq in

M, and letAS(TI(E); (ceq™)) be the answer set fdi(E);(ceq™). Let X andY be two
arbitrary distinctive state symbols. Letg1™ in M be such tha/ |= ceql(a, b) whenever
M = ceq(a,b) or p(X,Y,a,b) € AS(II(E);(ceq™)). Symbolically,

ceql™ (a,b) = ceq™(a,b) V p(X,Y, a,b) .
Then,ceq1™ is an equivalence relation.

Proof.

e ceql is reflexive. Indeed,

ceq1™ (ds, ds) = ceq™ (ds,ds) V p(X,Y, ds, ds) L ceq™ (ds, ds) .

e ceql is symmetric. Indeed,

ceqlM(ds,ds'y = ceqM(ds,ds') vV p(X,Y,ds,ds")
£ ceqM(ds', ds) V p(X,Y,ds,ds")
FL ceqM(ds', ds) vV p(X,Y,ds',ds)

ceq1™ (ds1,ds)

8Notice thatview(ds, ds') € X iff view(ds,ds') € Facts.
°Cn(II) denotes the set of consequences of a logic program without negation as failure.
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e ceql is transitive. Indeed,

ceql™ (ds, ds") A ceq1™ (ds', ds")

= {ceqM (ds,ds') Vv p(X,Y,ds,ds")} A {ceq™ (ds',ds") Vv p(X,Y,ds',ds")}
{ceq™ (ds,ds') A ceq™ (ds',ds")} v {ceq™ (ds,ds') A p(X,Y,ds’,ds")} v
{p(X,Y,ds,ds") A ceq™(ds',ds")} v {p(X,Y,ds,ds') A p(X,Y,ds',ds")}
ceqM(ds, ds") v {ceq™ (ds,ds") A p(X,Y,ds’,ds")} v
{p(X,Y,ds,ds") A ceq™ (ds',ds")} vV p(X,Y,ds,ds")
ceqM(ds,ds") vV p(X,Y,ds,ds") V p(X,Y,ds,ds") V p(X,Y,ds,ds")
= ceqM(ds,ds") V p(X,Y,ds,ds")
= ceql™ (ds, ds")

Lemma 4 Let M be a model for axioms F.1-F.7, and letg™, ceq1™ , ceqg™ C ceql™,
be two relations such that both satisfy axioms F.3-F.7. Th&&(TI(E)(ceq™)) C
AS(TI(E)1 (ceq1™)).

Proof. Let II(E)s(ceq™) denote the program resulting of removing from
TI(E); (ceq™) those constraints resulting from grounding rules F.17-F.22. Aets de-
note the union of the setfes(ds,a,ds’) < . : E | (ds,a,ds’)}, {view(ds,v) +

: E = view(ds,v)}, {ceq(a,b) < . : M |= ceq(a,b)}, and{—ceq(a,b) < . :
M = ceq(a,b)}. Define Factsl in the same way a$'acts but usingceql instead
of ceq. Since,ceqg™ C ceql™, it is the case thaFacts C Factl and consequently
I(B)2(ceq™) C TL(E)a(ceql™).

Since, Facts and Factsl agree on literals of the formwiew(ds,v), it
follows that TI(E)s(cegM)Ffacts  c  TI(E)z(ceql™)Factsl |t follows then that
Cn(II(E)z(ceg)Facts)  c Cn(II(E)s(cegM)Factsl)y  c  COn(II(E)qy(ceqlM)Factsly,
In lemma 2 we prove thatAS(II(E)i(ceq™)) = Cn(II(E)a(ceq)Facts) and
AS(TI(E)1(ceq1™)) = Cn(II(E)s(ceg™)Facts), Therefore, AS(TI(E); (ceq™)) C
AS(TI(E)1 (ceq1™)).

0

Lemma5 Let M be a model for axioms F.1-F.7. lfceq™ (ds,ds’) and
p(ds,ds',ds1,ds1") € AS(II(E)1(ceq™)), thenceq (ds1,ds1’).
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Proof. Consider the prograii(E); (ceq™) resulting fromII(E); (ceq™), by re-
moving those instances of rules F.12 and F.13 whére ds andY = ds’. Let AS denote
the answer set fdii(E) (ceq™). We are to prove thad S(II(E), (ceq™)) = AS, whichin
virtue of property F.24, proves our theorem. Notice th&(TI(E); (ceq™)) is closed under
II(E); (ceq™)), and consequentitS C AS(II(E); (ceq™)). We need to prove then that
AS is closed undefI(E); (ceq™)).

SinceAS is the answer set fdil(E), (ceq™), p(ds,ds’, X,Y) € AS if and only if
there exist distinctive state®y, Xo, Yo, Xo, - - -, Xn, Xn, Yn, Xn and actionsdo, ..., An_1
such that

1. (Xo,Yp) = (ds,ds'), (X,,Y,) = (X,Y),
2. ceq(Xi, Xi), ceq(Y;,Yi),0 < i < m.
3. cs(Xi,Ai,XHl), cd(l}i,Ai,YiH), 0<i<n.
By induction onn we can prove then that
if p(ds,ds’, X,Y) € AS then ceq(X,Y) € AS. (F.24)

Forn = 0 we have thal(Xy,Yy) = (ds,ds'), (Xo,Y0) = (X,Y), ceq(ds, X),
and ceq(ds',Y'). Sinceceq is an equivalence relation an@q(ds,ds'), it follows that
ceq(X,Y). Suppose now thatX,,, ;) = (X,Y) for somen > 0. By induction hypothe-
sis,ceq(Xn_1,Yn_1). Sinceceq satisfies constraint F.22, it follows thaty(X,,, Y,,) € AS.
Sinceceq is an equivalence relation, it follows then that(X,,, Y;).

Using F.24 we prove thad S is closed undefI(E); (ceq™)). Indeed,

p(ds,ds', Y, X) & p(ds,ds',Y,Y),ceq(Y, X)
P p(ds,ds', X,Y), ceq(X,Y)
F.24

& p(ds,ds', X,Y) € AS .

©

p(ds,ds', X,Z) + p(ds,ds',Y,Z) A ceq(Y, X)

F
g p(ds,ds', X,Y) A ceq(X,Y) A
p(ds,ds',Y,Z) A ceq(Y, Z)
2 p(ds,ds', X,Y) € AS Ap(ds,ds’,Y,Z) € AS .
We have proved thatlS is closed undefl(E);(ceq™)). It follows that AS =
AS(TI(E)1(cegM)). O
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Appendix G

MERCATOR'’s Ontology and
Semantics

MERCATOR [Davis, 1993 usesclumps , regions, polygons, joints, edges, vertices

and PCOs.! The basic elements of the representation are straight line segments. The
boundary of an object is represented by a s&dugfesconnectingvertices Boundary edges

are labeled with directions specifying the direction counter-clockwise around the object.
Such a directed edge is calletb@und The interior of an object is representedpntygons

A complete shape description, consisting of a set of bounds and a set of polygons, is called
aregion

Local dimensions are recorded in terms of the lengths and orientations of edges
connecting the vertices. Lengths and orientations are not specified precisely. Rather, the
range in which they lie is specified. The measure of the inaccuracy of a regiomiaiits
size which is an upper bound on the distance from any point in the region to a point in the
object. The smaller the grain-size, the better the approximation. Also, every bound in a
region has a grain-size which, roughly speaking, is an upper bound on the distance from the
bound to the corresponding part of the boundary.

The overall representation of an object is calletlwanyp; it contains all the regions
of the object, plus descriptions of the properties of the object, and the relations between the
regions. A map is hierarchically arranged by containment. Clumps point to their immediate
containers and contents.

'PCO stands for Partial Circular Ordering.
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Different regions for a clump can be related to one another in three ways. Firstly,
different regions may share one or more edges. Secondly, vertices of different edges may be
connected by edges or joints. Thirdly, the order of the external vertices around the bound-
ary is recorded irpartial circular ordering (PCO) Given two vertices, @2CO expresses
whether they are in clockwise order, counter clockwise order, or unordered.

An objectO is a closed, connected subsetRf (the real plane) with a boundary
consisting of a finite number of disjoint simple closed curvegrépertyis a function from
objects to arbitrary sets. A MERCATOR map describes a set of objects with properties.

Three functions relate the MERCATOR map to the real world: REAL, COOR, and
COVER. REAL maps clumps onto objects. REAL preserves containment (i.e. if CL1
contains CL2, then REAL(CL1) must contain REAL(CL2)) and it takes clumps with stated
properties onto objects with these properties. COOR takes vertices of the map into points
in the plane (even if a point represents an object with some extent, COOR (g) is a single
point in the plane). COOR is extended in the natural way to take edges into line segments,
joints into pairs of line segments, polygons of the map into planar polygons, and regions
into unions of polygons. COOR has to satisfy the following conditions:

1. For each edge, COOR(e) has to have length and orientation within the fuzz ranges
which the map specifies fer Likewise for joints.

2. For each polygo® in the map,COOR(P) must define a polygon in the plane.

3. For each regioR, every point inCOOR(R) must be no further than the grain-size
of the interior of R from the object represented B

COVER is a family of functions. COOR, as stated, maps directed edges onto line
segments in the plane. However, we must relate boundary edges to the part of the object
boundary that they represent. Therefore, for each directedeiighe boundary of a re-
gion, we define a continuous functiaGfOV ER;, from COOR(b) into the object boundary.
COV E Ry, must satisfy the following conditions:

1. For allz € COOR(b), the distance fronx to COV ER(x) must be less than the
grain-size ob.

2. If b andc are directed edges from the shell of regi®nvhich meet at a vertex, and
v is areal bound oR, thenCOV ER,(COOR(v)) = COOR.(COOR(v)).

3. The real vertices of a clump map into the boundary of the corresponding object so as
to satisfy the PCOs of the clump.
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The MERCATOR map is valid if it is possible to define REAL, COOR, and COVER so as
to satisfy all these conditions.
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