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## Abstract

In the construction of phylogenetic trees, exact methods for maximum likelihood and multiple sequence alignment are very computationally intensive algorithms, even on a fixed tree. Since anything above cubic time is too computationally complex to be practical in phylogenetics, heuristics methods are used to approximate a solution. We attempt to optimize maximum likelihood heuristic methods to improve performance and accuracy by eliminating "fast evolving sites." In addition, we compare various multiple sequence alignment heuristic methods to meet an overall goal of improving generalized tree alignment heuristic methods.
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## Chapter 1

## Introduction

The construction of phylogenetic trees has become an extremely important problem in biology. Its application has been critical to understanding complex subjects such as bacterial resistance, viral evolution, and even protein evolution.

The theory of evolution, which is the idea that all species descended from a single common ancestor, is a strongly supported theory. The theory states that a common ancestor repeatedly split into new species over the course of time; the species present in today's world are a direct result of this procedure.

Charles Darwin introduced evolution to the world in the book, On the Origin of Species, where he cites specific pieces of evidence that support his theory. In this book, Darwin included exactly one figure: a phylogenetic tree.

A phylogenetic tree parallels with a typical tree found in Computer Science. A parent node contains child nodes, and a node without children is called a leaf. The set of species (or taxa) being studied are labeled at the leaves of the tree; an internal node of the tree represents a common ancestor of its children nodes. The tree may be binary, but many times it is not. Although it is biologically correct for a phylogenetic tree to contain a root, it is often very hard to find a root, so unrooted trees are generally used in phylogenetic studies. An example of a rooted and unrooted phylogenetic tree is shown in Figure 1.1.


Figure 1.1: Example of rooted and unrooted tree.
In order to build a phylogenetic tree, data from species (or taxa) must be collected. The data that can be used ranges widely. For example, we might record which taxa has wings and which do not; this would translate to a binary collection of data. If a taxon had wings, it would be assigned 1 . If a taxon did not have wings, it would be assigned 0 . We can also collect sequences of DNA or protein from taxa.

Many methods have been developed to estimate phylogenetic trees, but some are more accurate than others. Also, all of these methods are extremely computationally complex, and several problems in phylogenetics are NP-hard. This directly impacts our ability to accurately construct phylogenetic trees.

Many heuristics are used to "solve" these optimization problems. They function to find only an approximation of the solution with the reward of significant improvements in running time and space. In addition, these heuristics work reasonably well when applied to small datasets, but they tend to not give optimal results on large datasets. Despite the shortcomings, from a practical standpoint, heuristics are chosen over exact methods for any dataset larger than a few sequences.

There is a major downside for applying heuristics to datasets: an exact solution is not computed. Instead, heuristics return an approximation of the exact solution, which may or may not be as accurate as the true solution. However, heuristics can be adjusted to provide better optimized solutions.

This thesis covers two approaches to improving heuristics in phylogeny. Both approaches deal with optimizing the accuracy of the heuristics. One research topic focuses on improving the accuracy of maximum likelihood heuristics by eliminating "fast evolving" sites. The second research topic attempts to optimize the accuracy of multiple sequence alignment heuristics for three sequences. Both of these topics share in common the necessity for improving the accuracy of heuristic methods, regardless of the problem being optimized.

## Chapter 2

## Maximum Likelihood Optimization Through Manipulation of Fast Evolving Sites

### 2.1 Introduction

A generally favored method used in phylogenetic tree estimation is maximum likelihood. This method selects the tree and the parameters on the tree, so that the probability of the data on the tree is maximized [5]. It can be formally defined as:

- Input: Set $S$ of aligned sequences
- Output: A tree $T$ along with parameters $\theta$ such that $\operatorname{Pr}[S \mid T, \theta]$ is maximized

The maximum likelihood problem, which is NP-hard, has no simple analytical solution, so an iterative solution is required [36]. The method requires a stochastic model of evolution, which serves as a way of describing the evolution of a molecule as a series of point mutations that occur along edges of the tree. In most stochastic models, including the Jukes Cantor model [13], the edge length between two nodes represents the expected number of mutations that will occur between the sequence at the parent node and the sequence at the child node. A "long" edge length indicates a strong likelihood of a mutation to occur at that edge. With the Jukes Cantor model, the next state selected is random. In other words, if a transformation will occur from state A to another state, the state at the edge will equally be C, T, or G if DNA sequences are used. Other models, such as the General Time Reversible (GTR) model [29], assign probabilities to the next states chosen, which will alter the chance of a state being selected.

The maximum likelihood method is a two step process. Given a set of sequences, a tree is generated. Next, the parameters (probabilities) along the edges must be chosen to maximize the probability of the data on the tree. This is generally done as a heuristic search, where all parameters are first fixed. Then, each parameter is optimized. Once this process is complete, another tree is generated, and the process repeats. Finally, the tree along with the parameters that generate the maximum probability for that tree is returned. Because there are an exponential number of trees to select from, the search can take a long time to converge.

An established method in phylogenetics is maximum parsimony, which is a cladistic method that builds a tree based on observed differences and similarities between the taxa. The tree is leaf-labeled by the taxa, while the internal nodes of the tree are leaf-labeled with sequences such


Figure 2.1: Maximum Parsimony applied to a rooted tree.
that the total number of changes along the edges between the sequence-labeled nodes is minimized. An example of maximum parsimony is illustrated in Figure 2.1.

In this example, the edges of the tree are labeled with a tree length, which is the number of substitutions that occur between the sequences at the nodes of the edge. If the sequences at the parent and child nodes are the same, then the tree length is 0 . The maximum parsimony tree returned is the tree with the smallest parsimony score (sum of all the edges). The internal sequences are labeled to minimize the parsimony score.

Maximum parsimony is considered problematic, however. Under the Jukes-Cantor model, maximum parsimony is not statistically consistent, so it is not guaranteed to produce the true tree with high probability, given sufficient data. This was shown by Felsenstein in 1978 [4], which led him to develop maximum likelihood, a problem that has been shown to be statistically consistent under the Jukes-Cantor model.

### 2.2 Problem

Recently, longer and longer DNA sequences are now becoming available for analysis. In addition, many datasets now involve hundreds to thousands of taxa. Since the size of a dataset is equal to the number of species used multiplied by the length of the sequences, dataset sizes are growing rapidly.

Speed in methods like maximum likelihood is becoming a critical factor in phylogeny reconstruction. Current maximum likelihood heuristics are simply too computationally expensive to make maximum likelihood an option for analyzing large datasets. In the field, when datasets become very large, other methods are often used, such as neighbor joining, maximum parsimony, and Mr. Bayes.

This research seeked to develop improved maximum likelihood heuristics. I investigated whether modifications to the input datasets will help speed up the analyses without loss of topological accuracy (conjectures along these lines have been made in the biology community).

Different sites (positions) among a sequence can vary in their rate of evolution [16]. This is due to various biological factors; for example, a site that is part of the coding region for hemoglobin will evolve much slower than a site that doesn't code for anything. Therefore, the DNA region
that codes for hemoglobin will be considered constrained. Unconstrained sites generally have a fast rate of evolution. These sites with fast rates of evolution can cause "noise" during phylogeny reconstruction. It is possible that methods such as maximum likelihood spend a lot of time trying to optimize these sites, rather than optimizing the sites that experience slow rates of evolution. There is a conjecture among systemists that eliminating fast evolving sites may lead to faster maximum likelihood analyses without loss of topological accuracy [27].

### 2.2.1 Heuristic for identifying and eliminating fast evolving sites

In an attempt to enhance the performance and accuracy of the maximum likelihood method, we analyzed a dataset and developed a method to mark the fast evolving sites. This was done by the following process:

1. Perform a maximum parsimony analysis to generate a tree using the full dataset. Such an analysis generates a tree and labels the internal nodes of the tree such that a minimal parsimony score is obtained. The tree is then altered to produce a new tree, and this new tree is scored. If the score of the new tree is less than the score of the previous tree, the new tree is picked as the optimal tree, and the process repeats. Otherwise, the previous tree is again altered, and a new tree is scored again.
2. One site is picked and removed from the dataset. The tree is scored using maximum parsimony using the full dataset minus the selected site. The site removed in step two is placed back into the dataset. This process is repeated for all sites.
3. At this point, we have generated a maximum parsimony score for each site. Next, a mean and standard deviation among all scores is calculated.
4. Two truncated datasets are created. One truncated dataset (sd1) excludes all sites whose maximum parsimony score exceeds mean + one standard deviation. The second dataset (sd2) excludes all sites whose maximum parsimony score exceeds mean + two standard deviations.

Table 2.1 demonstrates which sites will be included in the truncated datasets produced by this heuristic.

Table 2.1: Sites included in the sd1, $\operatorname{sd} 2$, and full datasets.

| Assume mean $=10 ;$ st. dev. $=2$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Site | Score | SD1 | SD2 | Full |
| 1 | 6 | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| 2 | 13 | - | $\checkmark$ | $\checkmark$ |
| 3 | 12 | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| 4 | 14 | - | $\checkmark$ | $\checkmark$ |
| 5 | 16 | - | - | $\checkmark$ |
| $\ldots$ |  |  |  |  |
| 100 | 4 | $\checkmark$ | $\checkmark$ | $\checkmark$ |

## Fast evolving site identification on real datasets

The site identification heuristic was tested on three real datasets:

- Angio: Includes 228 aligned DNA sequences of angiosperm plants (flowering plants) [34]. Each sequence contains 4811 sites.
- Nem: Consists of 682 aligned small subunit rRNA sequences (with 1808 sites per sequence) from 678 species of Nematodes (roundworms). Four outgroups are also included [20].
- rbcL: Contains 500 aligned sequences of the Rubisco gene of a chloroplast for many different plants [1]. Each sequence contains 1398 sites.

The site distributions are shown in Figure 2.2. As expected, a smooth distribution is evident; there are few sites with high score differences, whereas most sites have scores similar to the mean. These are the fast evolving sites. The angio dataset contains about $50 \%$ of sites that do not vary at all, whereas only $13 \%$ of the Nem sites and approximately $26 \%$ of the rbcL sites do not vary. It is clear that the angio dataset contains a much greater percentage of conserved sites compared to the other datasets.

After removal of the fast evolving sites, the sd1 truncated angio dataset contained 89\% (4260 sites) of the original dataset, while the sd2 truncated angio dataset contained $94 \%$ ( 4529 sites) of the original dataset. The nem dataset is similar: the sd1 truncated dataset contained $84 \%$ (1518 sites) of the original dataset, while the sd2 truncated dataset contained $94 \%$ ( 1698 sites) of the original dataset. Finally, the rbcl sd1 truncated dataset contained $88 \%$ ( 1231 sites) of the original dataset, while the rbcl sd2 truncated dataset contained $94.4 \%$ ( 1320 sites) of the original dataset. These truncated datasets now contain much less fast evolving sites than the original full datasets.

### 2.2.2 Heuristic for evaluating truncated datasets using maximum likelihood

Once the truncated datasets obtained from the site elimination heuristic have been determined, the following is performed:

1. For each truncated dataset, a set T of ratchet starting trees is generated.
2. Score the trees from T using maximum likelihood. This is done using the program PAUP*. Parameters for each tree will be generated.
3. Perform a 12 hour heuristic search using PAUP* with T as the set of starting trees. The parameters from step 2 are fixed in this step. A final tree is generated.
4. Score the final tree using maximum likelihood with PAUP*.
5. Using the tree from step 4, run PAUP* for 12 hours. This step is similar to step 3, but the original full dataset is used instead.
6. Score the final tree using maximum likelihood with PAUP*.

The above process is also performed using the full dataset instead of the truncated dataset, with one exception: steps 5 and 6 are not performed when a full dataset is used. It would be redundant to perform steps 5 and 6 on the full dataset.

It is also important to note that all stochastic models used in all of the experiments were GTR+gamma+I (general time reversible) models.


Figure 2.2: Site distributions for angio, nem, and rbcL datasets


Figure 2.3: Average $-\ln \mathrm{L}$ of the final trees for both the truncated datasets and the full dataset.

### 2.2.3 Real dataset manipulation of angio, nem, and rbcl

To evaluate the heuristic, truncated datasets were created from the angio, nem, and rbcl datasets. The alpha shape parameters for the angio, nem, and rbcl datasets were set to $0.67,0.52$, and 0.40 , respectively. The results are scored using the $\log$ likelihood value $(\ln \mathrm{L})$, and the lowest $-\ln \mathrm{L}$ is chosen as the maximum likelihood tree. Results for this first round of tests is shown in Figure 2.3.

For the angio dataset, the best tree with the lowest $-\ln L$ value is produced using the full dataset. The truncated datasets did not produce the best tree, although the difference is not large.

In addition, the heuristic applied to the nem dataset did not result in what we had expected the overall outcome of the heuristic would be. Running the analysis on the sd1 dataset did produce the highest negative log likelihood value, and the full dataset had the lowest negative log likelihood value. However, the difference in the - $\ln \mathrm{L}$ value is very small, and this data cannot be considered proof that the heuristic is not working.

Finally, the results of the rbcl dataset are similar to that of nem. The final tree produced from the truncated sd1 dataset has the highest $-\ln L$, while the tree produced from the full dataset has the lowest - $\ln \mathrm{L}$.

Unfortunately, the heuristic's performance on any of the real datasets was disappointing. The overall performance of the truncated datasets was worse than the full dataset. However, the difference in performance was not large. We conjecture that running the heuristic on simulated datasets might improve the heuristic's performance.

### 2.2.4 Simulated dataset manipulation of angio

After obtaining disappointing results from applying our heuristic to real datasets, we decided to shift focus to simulated datasets. The real concern that we are trying to address is topological accuracy, and therefore a simulated dataset is necessary to determine if the fast evolving heuristic results in improved topological accuracy. In particular, we were interested in determining if the analysis applied to a subset of sites is significantly better than when the analysis is applied to the full dataset.

Since simulation is a stochastic process, every simulated dataset is different from the others, but all of them are derived from the same distribution. In this case, five simulated datasets were created from the original angio dataset, in which the alpha shape parameter of the gamma distribution was maintained at 0.67 . We used $\operatorname{SeqGen}$ [45] to generate these five datasets. The sequence length of each sequence in the datasets was 4811 sites. The simulated datasets were then subjected to the same heuristic that the real datasets were subjected to in the previous experiment. As a result, a total of 15 datasets were tested: the 5 simulated datasets as well as sd1 and sd2 truncated versions of each simulated dataset.


Figure 2.4: Average $\operatorname{lnL}$ of the final trees for both the truncated datasets and the full dataset of all five simulated angio datasets.

The results are shown in Figure 2.4 for one of the five simulated datasets. For every simulated dataset, the application of the heuristic resulted in - $\ln \mathrm{L}$ values with very little difference for the sd1, sd 2 , and full datasets. The values that were varied only differed by about 0.6 . In other words, there was no benefit to deleting the fast evolving sites. We conjectured that these simulated datasets were too "easy" for our heuristic. A more complicated dataset was necessary in order to determine the effectiveness of the fast evolving sites heuristic.


Figure 2.5: Flow chart illustrating modified heuristic used during the gamma experiment. Step 3 is independently performed twice: once for 12 hours, and once for 24 hours. All other steps after step 3 are unchanged.

### 2.2.5 Modification of gamma distribution on angio, nem, and rbcl datasets

Most stochastic models assume that all sites evolve independently of each other under identical processes. In the real world, sites generally do not evolve at the same rate of evolution. A good example mentioned earlier is the DNA region that encodes hemoglobin. In order to integrate rates into a stochastic model, a rate is taken from a probability distribution, which is usually a gamma distribution. This rate is then maintained across all edges of the tree. This method of solving for rate variation still upholds the rule that stochastic models evolve under independent and identical processes.

The alpha value is the gamma shape parameter, and it is determined from the distribution of the expected number of substitutions. Low alpha values (less than 0.5 ) create "flat" curves, where lower rates of evolution are preferred. As the number increases, the curve begins to "slope", resulting in larger probability densities for a given evolutionary rate, specifically the higher evolutionary rates.

To determine the performance of the fast evolving site deletion heuristic, we altered the gamma distributions of three model trees, angio, nem, and rbcL, to produce three new datasets. We set the alpha shape parameter for the 'gamma2' dataset to be the same as that used for the real dataset. The 'gamma1' dataset uses an alpha shape parameter that is exactly double that of 'gamma2'. Table 2.2 list the actual values of the parameters used. As a result, a total of nine datasets were then subjected to the fast-evolving site elimination heuristic to produce sd1, sd 2 , and full datasets. All in all, 27 datasets in total were tested.

| Dataset | gamma1 | gamma2 | gamma3 |
| :---: | :---: | :---: | :---: |
| angio | 0.67 | 0.33 | 0.17 |
| nem | 0.52 | 0.26 | 0.69 |
| rbcL | 0.40 | 0.20 | 0.69 |

Table 2.2: Alpha shape parameters for gamma distribution simulated datasets.
The analysis on these 27 datasets was slightly modified. Normally, the final ratchet tree was subjected to a 12 hour PAUP* heuristic search. This time, however, the ratchet tree obtained in step 2 was subjected to a 12 hour and a 24 hour heuristic search. These searches were conducted independently of one another. In addition, after each heuristic search is complete, the final trees


Figure 2.6: Normalized RF distance among angio, nem, and rbcl datasets with varying gamma distributions. Heuristic method ran for 24 hours.
are then scored using the full dataset of whatever is the current dataset among the 27 datasets. All of the other steps remained the same. Figure 2.5 illustrates the modified 6 step process.

## Effect of Alpha Value on Difficulty of Dataset

Figure 2.6 examines the effect of varying the alpha shape parameter on Robinson-Foulds distance after the method was executed for 24 hours. Robinson-Foulds (RF) distances were calculated to determine the topological difference between the model tree and the final tree produced by our analysis. When the two trees share a greater number of similar edges, the RF distance will be lower.

It is evident with all three datasets that the lowest alpha value always has the worst topological accuracy (highest RF distance). In addition, the RF distance for the "middle" alpha value is always less than that of the other alpha values.

Almost all of the trees constructed using the full dataset had better topological accuracy than
the truncated datasets. There is one exception: the full angio dataset, with alpha set to .67, had worse topological accuracy than the sd2 truncated dataset. We conjectured we would see this result with all of the tests, but this clearly wasn't the case. It is unclear why this specific alpha value caused the topological accuracy of the full dataset to be worse than the sd2 truncated dataset.

## Effect of 12/24 Hour Heuristic Search

Figures 2.7, 2.8, and 2.9 compare performance and topological accuracy when a 12 or 24 heuristic search is applied to the angio, nem, and rbcL datasets, respectively.

For the most part, the performance and accuracy of the method applied to the angio dataset is independent of the time in which the heuristic is ran. However, when alpha is set to 0.17 , the 24 hour heuristic search is more accurate, and the performance of this 24 hour heuristic search is also better than the 12 hour heuristic search.

The nem dataset shows more consistent results. The full dataset always performs better and has a better accuracy regardless of alpha. In addition, these results show a strong correlation between $\log$ likelihood values and topological accuracy; for the nem dataset, lower log likelihood values mean better topological accuracy.

Results for the rbcL dataset are very similar to the nem dataset. In almost all cases, a 24 hour search results in better performance and topological accuracy than a 12 hour search. However, with alpha set to .20 or .69 , the tree generated from an sd2 truncated dataset has equal topological accuracy regardless of the heuristic search run time. This most likely implies that the sd2 truncated dataset is "easier" than the other 2 datasets; therefore, the extra time is not necessary to find a good final tree.

This evidence is strong support that our proposed fast evolving site elimination heuristic does not provide for improved topological accuracy. In fact, the analysis results in a final tree with worse topological accuracy than the tree that is estimated using the full dataset.

### 2.2.6 Heuristic performance on scaled model trees

Our final test involved scaling up the model tree. This scales all of the branch lengths in the model tree, which increases the height of this tree. The goal behind performing this procedure is to make the trees more difficult to estimate; we conjectured that if the datasets are harder to analyze, then the heuristic search will have better performance and accuracy when applied to the truncated datasets.

The alpha values chosen were the same as those used for the real dataset: alpha for nem is 0.26 , while alpha for rbcL is 0.20 . The model trees were scaled up by factors of 2,4 , and 8 . Only the simulated nem and rbcl datasets was tested. Also, a 12 hour and 24 hour heuristic search was performed in exactly the same way as in the previous gamma test. In total, nine datasets were tested (sd1, sd2, and full datasets from three scale factors).

An interesting note is that PAUP* would never terminate while attempting to score datasets scaled by factors of 4 and 8 . We allowed PAUP* 120 hours (five days) to complete processing, but PAUP* would not complete even in this extended window of time. The PAUP* process stalled after several hours, and no CPU time was used during the stalled period. We attempted to restart PAUP* several times, but PAUP* would never complete the heuristic search. Therefore, this data had to be excluded from the results. As a result, we were unable to compare the effect across scaling the datasets by varying values.

The results are mixed, as seen in Figure 2.10. Regardless of whether the heuristic search ran for 12 or 24 hours, the final tree obtained from the sd1 truncated nem dataset has very similar


Figure 2.7: Comparison of 12/24 hour heuristic search for Angio dataset. Average - $\ln \mathrm{L}$ and normalized RF distance are shown with varying gamma distributions.


Figure 2.8: Comparison of $12 / 24$ hour heuristic search for Nem dataset. Average - $\ln \mathrm{L}$ and normalized RF distance are shown with varying gamma distributions.


Figure 2.9: Comparison of $12 / 24$ hour heuristic search for rbcL dataset. Average - $\ln \mathrm{L}$ and normalized RF distance are shown with varying gamma distributions.


Figure 2.10: Average $\operatorname{lnL}$ and RF distance of the final trees for both the truncated datasets and the full dataset on angio, nem, and rbcl datasets. Model trees were scaled by a factor of 2 with an alpha value of .25 , and the heuristic was halted after 12 or 24 hours. The alpha shape parameter was set to 0.25 .
topological accuracy and performance. The same observation can be made for the nem full dataset. On the other hand, the nem sd2 truncated dataset turned out some unexpected results: although there is an improvement in $-\ln L$ when a 24 hour heuristc search is applied over the 12 hour heuristic search, the topological accuracy reduced when using the 24 hour heuristic search. This is very unexpected, as this relationship is not seen in any of the other data. Also, the full nem dataset performed better than the truncated datasets, which is not what we expected to see.

The rbcL results were different. We saw improved topological accuracy and performance using a 24 hour heuristic search on the truncated datasets compared to a 12 hour search. The heuristic search run time had no effect on the full dataset, however. In addition, the truncated datasets had better - $\ln L$ scores, but topological accuracy was worse than the full dataset.

In future work, we need to determine the reason why PAUP* would not terminate with input datasets scaled by factors of 4 and 8 . It might be beneficial to use another ML package as a workaround. Obtaining results using datasets of various scales will aid in comparing the effect of using harder "data".

### 2.3 Discussion

We hope to confirm conjectured improvements in two areas when the fast evolving site elimination heuristic is applied to a dataset. First, eliminating fast evolving sites should have improved performance of maximum likelihood, which would allow the PAUP* maximum likelihood heuristic to achieve lower negative $\log$ likelihood $(\operatorname{lnL})$ scores. Second, when simulated datasets are used, there should have been an improvement in topological accuracy (measured in RF distance) when the fast evolving sites were eliminated. The results were mixed.

### 2.3.1 Application of Heuristic to Real Datasets

We expected the fast-evolving site heuristic search to produce better results when using truncated, real datasets. This did not turn out to be the case; the heuristic search always returned a better tree using the full dataset rather than the truncated datasets. However, the differences in the negative log likelihood values were not as large as we had expected.

### 2.3.2 Application of Heuristic to Simulated Datasets

We conjectured that the real datasets were too "easy" to see a major difference among the application of the heuristic search on the different datasets. We used SeqGen to create five simulated datasets from a real angio dataset. There was very little change -lnL values among the different datasets. It is possible that these simulated datasets were not hard enough to see any difference between the truncated and full datasets.

### 2.3.3 Modification of Alpha Shape Parameters

In order to make the datasets harder, we altered the rate of evolution of the sites by changing the gamma distribution through modification of the alpha shape parameter. Various alpha parameters were chosen for angio, nem, and rbcL datasets. In general, the final tree generated from a full dataset had better topological accuracy than a tree generated from a truncated dataset. Also, a correlation tends to exist among the datasets: trees with lower log likelihood values tend to have better topological accuracy.

We believe it is possible that switching to a model that does implement rate variation across sites might actually improve our heuristic; therefore, removing the fast evolving sites from the dataset would possibly get us closer to the model tree. This will need to be investigated in future work.

### 2.3.4 Scaling of Model Trees

Our final test involved scaling the model trees, which increases the height of the model trees. This experiment, unfortunately, did not turn out any significant results. In fact, several tests would not complete, even when the maximum likelihood estimation was allowed to run for several days; the reason is unknown.

It is also possible that PAUP* is good enough to estimate trees from the supplied datasets. We propose that switching to another maximum likelihood program, such as RAxML [35], might reveal better results using the fast evolving sites heuristic. This again will need to be studied in future work.

After taking many approaches to eliminate fast evolving sites, we decided to focus our attention on improving tree alignment heuristics using multiple sequence alignment methods.

## Chapter 3

## Optimizing Multiple Sequence Alignment Heuristics

### 3.1 Introduction

In most phylogenetic analyses, before a phylogenetic reconstruction method such as maximum likelihood can be applied, the sequences must be placed in a data matrix called a multiple alignment [25]. In this matrix, the rows represent the sequences, and the columns represent positional homology, meaning that they are assumed to have evolved from a common ancestor. Evolution proceeds not only by substitution events but also insertion and deletion events, called indels, so the problem of determining the occurrence of indel events is an important and necessary part of phylogenetic analysis.

An alignment history is an evolutionary history that includes gaps to indicate indels. As an example, suppose that we have an ancestral sequence ACATTG, which has two children. One child is obtained from the ancestral sequence by the deletion of a C and the insertion of a G between the two T's; and the second is obtained by the substitution of the terminal G with a C , and the deletion of the second A . Then the multiple sequence alignment may be represented either as a matrix or as a tree as follows:

> ACAT-TG
> A-ATGTG
> AC-T-TC


Figure 3.1: A multiple sequence alignment as a matrix and as a tree.

In other words, the full evolutionary history defines the true alignment. Hence, reconstructing a true alignment is necessary for reconstructing an evolutionary history. The goal is to estimate an alignment history from a set of unaligned sequences.

Unfortunately, the exact methods that return a true solution are not practical. These algorithms are not usable for anything larger than a few short sequences. Therefore, heuristic methods are necessary to approximate a solution; although the solution returned by a heuristic method may not be as accurate as that of an exact method, it can be computed very fast with little space.

### 3.2 Pairwise alignments

In phylogenetic analyses, pairwise alignment is the problem of inferring an alignment between two sequences. In most evolutionary models, it can be assumed that one sequence is the parent of the other, and so the pairwise alignment is the problem of determining an evolutionary history explaining the change from a parent to its child. This naturally leads to the formulation of edit distances, which forms the basis of alignment algorithms.

### 3.2.1 Edit sequences and edit distances

In the evolutionary model we have described, sequences evolve through insertions, deletions and substitutions. An edit transformation from a sequence $A$ to a sequence $B$ is a sequence of operations transforming $A$ to $B$. The cost of a transformation depends on the cost of each substitution and each indel. The edit distance between $A$ and $B$ is the cost of an optimal transformation from $A$ to $B$.

Here, we assume that we have an alphabet $\Sigma$ of length $r$. The cost of a substitution is given by an $r \times r$ substitution cost matrix $M$. We use $M[\alpha, \beta]$ to denote the cost of substituting $\alpha$ with $\beta$. A match is a substitution of $\alpha$ with $\alpha$, the cost of which is usually defined as 0 .

Gap costs are assigned on the basis of indel length. There are two approaches to do this. A linear gap cost assigns a constant cost to each indel event. Hence, $g(l)=c l$. The second approach is known as the affine gap cost; in this method, the cost of a gap is equal to a gap initiation cost $\left(c_{0}\right)$ plus a gap extension cost $c_{1}$ for each gap. Hence, $g(l)=c_{0}+c_{1} l$, where $l$ is the length of the gap.

Clearly, an edit transformation implies an alignment and vice versa. Given two sequences $A$ of length $m$ and $B$ of length $n$, we can determine the cost of an edit transformation from sequence $A$ to sequence $B$. Let $c_{(\alpha, \beta)}$ be the number of substitutions of $\alpha$ by $\beta$, and let $n_{l}$ be the number of gaps of length $l$. The cost of the transformation can then be computed:

$$
\sum_{l \in \mathbb{N}^{+}}\left(n_{l} \cdot g(l)\right)+\sum_{(\alpha, \beta) \in \Sigma^{2}}\left(c_{(\alpha, \beta)} \cdot M[\alpha, \beta]\right)
$$

As an example, consider the following alignment.

$$
\begin{aligned}
& \text { ACGA--TTGATT } \\
& \text { ACGGAATTC--- }
\end{aligned}
$$

If the cost of a match is 0 , the cost of a substitution is 1 and the cost of an insertion or deletion is 2 , then the total cost of the alignment is 12 .

Formally, pairwise alignment is the following optimization problem.

- Input: An alphabet $\Sigma$ of size $r$, a sequence $A$ of length $m$ over $\Sigma$, a sequence of $B$ of length $n$ over $\Sigma$, an $r \times r$ substitution cost matrix $M$, and a gap-cost function $g(l)$.
- Output: An edit sequence transforming $A$ into $B$ via substitutions, insertions and deletions which minimizes

$$
\sum_{l \in \mathbb{N}^{+}} n_{l} \cdot g(l)+\sum_{(\alpha, \beta) \in \Sigma^{2}} c(\alpha, \beta) \cdot M[\alpha, \beta],
$$

where $n_{l}$ is the number of gaps of length $l$, and $c(\alpha, \beta)$ is the number of substitutions of $\alpha$ for $\beta$.

### 3.2.2 Algorithms

Needleman and Wunsch in 1970 describe the first algorithm for pairwise alignment of biological sequences using linear gap costs[24]. It optimized the alignment based on maximum similarity. This was a dynamic programming algorithm with a complexity of $O(m n)$ time and $O(m n)$ space, where $m$ is the length of sequence $A$, and $n$ is the length of sequence $B$. A nearly identical algorithm was independently developed by Sankoff [30] and Sellers [33], which aligned the sequences based on minimizing edit distance. Waterman et al., in 1976, created an algorithm with time complexity of $O\left(m^{2} n\right)$; it handled any type of gap [44]. Finally, in 1982, Gotoh constructed an algorithm for pairwise alignment with affine gap sequences in $O(m n)$ time [6].

All of these algorithms are dynamic programming algorithms that require $O(m n)$ space. Hirschberg refined this dynamic programming space requirement to $O(m)$ using a traceback technique[8]. The time requirement increases by a factor of two, however. Myers and Miller applied Hirschberg's technique to pairwise alignment with affine gap costs, obtaining an $O(m n)$ time, $O(m)$ space algorithm [23]. Quadratic time and linear space have from then on become the academic standard for pairwise alignment algorithms.

### 3.3 Multiple Sequence Alignment

Multiple sequence alignment (MSA) is the general problem of aligning a set $S$ of sequences to determine homology. Several of the optimization problems are based on extensions of pairwise alignments to multiple alignments. This includes tree alignment, where the cost of a tree is the sum of its edge lengths; in addition, sum-of-pairs alignment returns a cost, which is the sum of the induced pairwise alignments.

We discuss generalized tree alignment, tree alignment, median alignment, and sum-of-pairs alignment.

### 3.4 Generalized Tree Alignment

Generalized tree alignment (GTA) is an extension of pairwise alignment for $n$ sequences. This problem takes in a set $S$ of $n$ sequences and a function $f(\cdot, \cdot)$, which will compute the pairwise alignment cost between two sequences. Generalized tree alignment will return a tree $T$ leaf-labeled by the set $S$ of sequences and with additional sequences labeling the internal nodes of $T$ to minimize

$$
\sum_{(v, w) \epsilon E} f\left(A_{o p t}\left(s_{v}, s_{w}\right)\right)
$$

where $s_{v}$ and $s_{w}$ are the sequences assigned to nodes $v$ and $w$, respectively. $E$ is the edge set of $T$, and $A_{o} p t\left(s_{v}, s_{w}\right)$ denotes an optimal pairwise alignment on $s_{v}$ and $s_{w}$.

With even simple affine gap penalties, generalized tree alignment is an NP-hard problem [42, 43]. This is because finding the optimal internal nodes for tree $T$ to minimize the total cost is NP-hard.

Generalized tree alignment is a problem with really no satisfactory software. Current exact methods for finding the optimal tree run in $O\left(2^{n} k^{n}\right)$ time and $O\left(k^{n}\right)$ space for linear gap penalties, where $n$ is the number of leaves in the tree, and $k$ is the maximum sequence length[32]. The running time is greater for affine gap penalties. As a result, it is only possible to run exact GTA methods on very small sequences.

In order to run GTA on longer sequences, heuristic MSA methods must be used. These methods limit the search domain that MSA will operate in. As a result, the methods perform faster than exact MSA methods, but these heuristic methods are not nearly as accurate.

Because exact MSA methods are limited to short sequences, heuristic MSA methods are required to evaluate long sequences. However, although heuristic MSA methods are very fast, these methods are generally not very accurate. On the other hand, exact MSA methods are very accurate, but extremely slow. It would be a significant step if the parameters of the heuristic methods could be optimized so that these methods would be able to deliver the accuracy of the exact MSA methods.

### 3.4.1 Generalized Tree Alignment Heuristics

Heuristic methods for generalized tree alignment, such as GESTALT [18] and POY [12], exist, but none of them are able to scale well to datasets with hundreds of sequences and thousands of nucleotides in length.

The basic structure of a GTA heuristic can be described as such:

1. Examine a tree and try to label the internal sequences optimally to minimize the length (i.e. score it).
2. Repeat the following until no improvement found.
(a) Move to a neighboring tree and score it.
(b) If score improves, set optimal to current tree.

The process of scoring the tree is a computational subproblem known as tree alignment.

### 3.5 Tree Alignment

The purpose of multiple sequence alignment is to produce an alignment given a set of sequences. However, sometimes we want to produce an optimal alignment for a given, fixed tree. Tree alignment is the problem of producing a multiple sequence alignment on a set of sequences over a fixed tree. Formally, tree alignment is the following optimization problem.

- Input: A set $S$ of $n$ sequences each of length at most $k$, a tree $T$ leaf-labeled by $S$ and an edit distance function $d$ between sequences.
- Output: A labeling of the internal vertices of $T$ such that $\Sigma_{e \in T} d(e)$ is minimized, where $d(e)$ is the edit distance between the endpoints of $e$.

Figure 3.2 demonstrates a tree alignment problem. In this instance, the set $S$ of sequences contains 4 taxa at the leaves. The true tree is shown on the left. Reconstructions typically work with unrooted trees. Using the set $S$ of sequences along with a tree $T$ leaf-labeled by $S$, we are attempting to label the internal nodes so that the resulting total edit distance of the tree is minimized. If the reconstruction successfully returns the tree with the smallest total edit distance, then the internal nodes in both the reconstructed tree and the true tree should be the same.

David Sankoff introduced tree alignment in 1975; he also developed an exact algorithm for linear gap penalties with a time requirement of $O\left(2^{n} k^{n}\right)$ and space requirement of $O\left(k^{n}\right)$ [31]. Knudsen later presented an exact algorithm for affine gap penalties in $O\left(16.81^{n} k^{n}\right)$ time and $O\left(7.442^{n} k^{n-1}\right)$ space[17]. Tree alignment is in fact NP-hard [42].


Figure 3.2: The true tree and reconstructing the true tree

### 3.5.1 Median Alignment

A median alignment is a specific type of tree alignment for aligning 3 sequences via a related median on a Steiner or star tree.


This tree is referred to as a star or Steiner tree since it only contains one internal node.
The cost function for a median alignment is evaluated as the sum of the three pairwise alignments between the three sequences and the median. In other words, median alignment, produces a sequence $X$, which minimizes:

$$
d(X, A)+d(X, B)+d(X, C)
$$

where $d$ is a cost function describing the cost of the alignment.
Whereas the number of combinations of substitutions or indels remains small in the pairwise case, even for very complex gap functions, the number of combinations in dealing with medians is much larger, and therefore makes the alignment much harder to provably solve.

### 3.5.2 The Iterated Heuristic: a Heuristic for Tree Alignment

Considering that a median alignment only optimizes 3 sequences, one might question its usefulness in phylogenetic tree reconstruction. The purpose behind optimizing median alignments is to improve the iterated heuristic, which is a heuristic for tree alignment. The iterated heuristic finds the minimum score of a tree by computing medians for the internal nodes. Figure 3.3 illustrates uniform lifted alignment. With uniform lifted alignment, at each depth of the tree, all internal nodes are labeled with either their left or right child node sequence.

An iterated heuristic can be formally described as such:

1. For a fixed tree $T$ leaf-labeled by a set of sequences $S$, label all the internal nodes. A uniform lifted alignment can be used to label the internal nodes; every depth of the tree will be labeled with either the left or right child. This will guarantee that the tree length as at most twice the optimal tree length. See Figure 3.3 for an example.
2. Pick an internal node $g$, and perform a median alignment of its two child nodes and its parent node. If the score for the median is less than the score for $g$, replace $g$ with the median.


Figure 3.3: Example of uniform lifted alignment with internal nodes labeled by left children
3. Repeat step 2 on all internal nodes until there are no more changes that can be made to all internal nodes.

Performing a median alignment on each internal node will improve the overall tree length. This is why optimizing the median alignment is important.

### 3.6 Alignment Methods for Three Sequences

A median alignment or sum-of-pairs alignment can be used to align three sequences.

### 3.6.1 Sum-of-Pairs Alignment

Sum-of-pairs (or SP) alignment is a type of alignment that operates directly on the sequences, without reference to a tree. Formally, SP alignment is the following optimization problem:

- Input: A set $S$ of $n$ sequences and an edit distance function $d$ between sequences,
- Output: A global alignment $A$ of the sequences in $S$ that minimizes

$$
\sum_{k<k^{\prime} \leq n} d\left(A_{k, k^{\prime}}\right)
$$

where $A_{k, k^{\prime}}$ is the pairwise alignment between sequences $k$ and $k^{\prime}$ induced by $A$.
SP alignment is NP-complete [42].
A simple dynamic programming sum-of-pairs alignment algorithm has exponential time and space complexity, as with tree alignment.

### 3.6.2 Algorithms

A majority of the alignment algorithms available use sum-of-pairs alignment. However, it's possible to convert a sum-of-pairs alignment to a median alignment, by estimating the median from the sum-of-pairs alignment. In order to compute this median alignment from a sum of pairs alignment, for
each site in the alignment, we choose a symbol from $\Sigma \bigcup\{-\}$ to minimize the tree length on that site. If this is done for all sites, we will have found the optimal solution for that median when using a site-by-site analysis. However, this may not always be the optimal solution.

In 1985, Murata et al. developed an algorithm based on that of Needleman and Wunsch to obtain a sum-of-pairs algorithm for linear gap penalties [21]. Gotoh later developed a sum-of-pairs alignment algorithm for affine gap penalties in $O\left(n^{3}\right)$ time and space, where $n$ is the number of sequences [7]. However, Gotoh's algorithm only allows for combinations of moves that contain at least two matches, and as a result, the entire search space is not traversed. Later, Huang improved Gotoh's algorithm by reducing the $O\left(n^{3}\right)$ time and space requirement to $O\left(n^{2}\right)$; however, this algorithm also suffered from the same setbacks as that of Gotoh's algorithm [10].

An alignment algorithm was independently presented by Ukkonnen [41] and Myers [22] that runs in $O\left(k d^{2}\right)$ time in the worst case, where $k$ is the maximum length of the two sequences, and $d$ is the minimum edit distance. This algorithm also requires $O\left(d^{2}\right)$ space, but this can be reduced further to $O(d)$ space if one of the two conditions occur: only an alignment cost is required, or if the Hirschberg technique is used. The standard pairwise alignment techniques are designed to work with arbitrary substitution and gap cost constants. However, if these costs are limited to small integers, a more efficient pairwise alignment algorithm can be developed.

A tree alignment algorithm for 3 sequences using linear gap penalties was published by Powell et al. [28]. One was a general purpose solver with $O\left(n^{3}\right)$ time and space bounds. The other was a Ukkonen-based solver. Powell's Ukkonnen-based solver computes an alignment for three sequences and also computes the minimum tree length. However, it does not output a median. It is a casebased solver, such that in certain situations, it will vastly outperform an exact solver. However, in other situations, it will vastly underperform an exact solver.

Knudsen's algorithm for tree alignment using affine gap penalties can also be used to estimate a median in $O\left(16.81^{n} k^{n}\right)$ time and $O\left(7.442^{n} k^{n-1}\right)$ [17].

All of the sum-of-pairs alignment algorithms are exact methods. These algorithms are able to run within cubic time and space; therefore, they are not practical, since processing power limits the sequence length to short sequences. As a result, heuristics were developed to improve the performance of median alignment. Lancia and Ravi developed GESTALT, which includes an exact method for pairwise alignment with affine gap penalties, an exact method for median alignment with linear gap penalties, and a heuristic method for median alignment with linear gap penalties [18]. The heuristic first computs all optimal alignments between two sequences and determines the best way to complete the alignment when adding the third sequence. This technique reduces the time required from $O\left(n^{3}\right)$ to $O\left(n^{2}\right)$. It would be interesting if one could extend this technique to affine gap penalties.

### 3.6.3 An Exact Method for Median Alignment

There is an inherent problem in using sum-of-pairs alignment to estimate a median. It computes a sum-of-pairs alignment, which although the alignment may be an optimal solution when using sum-of-pairs alignment, it may not be an optimal solution when using a median alignment. Also, since MSA doesn't compute a median, the median produced by the reconstruction methods may not agree with sum-of-pairs alignment.

It may be hard to see why a sum-of-pairs alignment and median alignment would be different, given 3 sequences, $A, B$, and $C$, and a cost function $d$. The reason is that the alignments operate differently. A sum-of-pairs alignment would minimize:

$$
d(A, B)+d(A, C)+d(B, C)
$$

A median alignment, produces a sequence $X$, which minimizes:

$$
d(X, A)+d(X, B)+d(X, C)
$$

A median alignment will operate on aligning the sequences with $X$, whereas a sum of pairs alignment optimizes each of the sequences directly with each other.

In fact, none of the heuristics, excluding GESTALT, is able to compute a median alignment. GESTALT is able to compete a median alignment, but only for linear gap penalties. Since we are working with affine gap penalties, we need a method that will compute a median alignment for affine gap penalties.

Tandy Warnow and David Zhao developed an exact method for median alignment for affine gap penalties. The best known exact median alignment methods, which operate on linear gap penalties, run in $O\left(n^{2}\right)$ space and $O\left(n^{3}\right)$ time. Warnow's and Zhao's exact method for affine gap penalties operates on $O\left(n^{3}\right)$ time and space, so it can run reliably only on sequences of length 200.

### 3.7 Goals

The overall goal we are trying to achieve is to create an improved heuristic for generalized tree alignment that can scale well to datasets with hundreds of sequences and thousands of sites. We believe that in order to achieve this goal, we need to optimize the scoring component of generalized tree alignment: tree alignment.

To improve tree alignment, we hope that improving median estimators will result in an improved tree alignment iterated heuristic. Current exact median calculators are only limited to around 200 sequences, which is insufficient and impractical for any systematist. We conjecture that using existing heuristic median calculators will be sufficient to improve tree alignment performance, while maintaining accuracy.

A second goal is to evaluate the current GTA heuristics (such as GESTALT) in terms of topological accuracy and compare these heuristics to our two-phase reconstruction method approach.

### 3.8 The Problem

It is very hard to compute an exact alignment in a reasonable amount of time and space. Approximate solutions are a workaround to this problem, since a heuristic method can return a solution quickly and efficiently. However, heuristic methods are generally not very accurate: the solution that is returned can deviate greatly from the true solution.

The problems associated with a heuristic method that result in less than optimal solutions are:

- Every heuristic method uses a different algorithm to compute an approximation. The algorithms used by these methods will be discussed later. Since no standard exists for comparing heuristic methods, each method is designed and optimized for different kinds of data. As a result, a biologist must be careful to choose the right heuristic method for his or her data.
- The parameters used for a heuristic method may not be tuned to deliver optimal performance. Altering these parameters can result in significant performance improvements.

We first evaluated the computational limitations of exact median calculators for short sequences. We also compared the quality and computational limits of the heuristic methods to that of the exact methods. Finally, we compared a select group of heuristic methods in terms of estimating the true tree length.

Here's a brief overview of the process:

1. A sequence generator known as ROSE is used to generate a set $S$ of 3 sequences. ROSE also generates the true alignment as well as the true tree.
2. Set $S$ is then given as input to the heuristic methods along with a certain set of parameters. Each method returns an alignment.
3. A median is estimated using the alignment generated by the method. This is done using a median consensus algorithm, which estimates a median using Maximum Parsimony. Table 3.1 explains how this algorithm works. We now have a median tree.
4. The median tree can now be compared to the true tree. Accuracy is measured with respect to (a) minimization of tree length, or (b) distance to true median.

| Sequence |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ | A | A | A | A | A | A |
| $B$ | A | A | C | A | C | - |
| $C$ | A | C | T | - | - | - |
| Selected Nucleotide | A | A | $\mathrm{A} / \mathrm{C} / \mathrm{T}$ | A | $\mathrm{A} / \mathrm{C}$ | - |

Table 3.1: This table shows the six possible cases required to compute a median, given three aligned sequences, $A, B$, and $C$. The median consensus method uses a maximum parsimony analysis to pick the median site. We choose the most common nucleotide. If all 3 nucleotides are different, then the median nucleotide is randomly picked from the 3 nucleotides. We also prefer a nucleotide to a gap, unless two gaps exist: in this case, the gap is picked.

### 3.9 Simulating

In order to optimize the heuristic multiple sequence alignment algorithms, we needed to generate sets of three phylogenetically related sequences. We employed a software tool known as ROSE [38], which implements a probabilistic model of evolution for DNA, RNA, and protein sequences. A family of evolutionarily related sequences is created based off an evolutionary tree. This family of sequences are derived from a common ancestor by insertion, deletion, and substitution of nucleotides.

ROSE also offers parameters to alter the various properties of the sequences produced. Table 3.2 presents a detailed description of the simulation parameters used in this study. We explored a wide range of parameters and decided that these parameters had the greatest effect on the heuristic methods.

In addition to generating the sequences that will be evaluated, ROSE also outputs the true alignment for the set of sequences. This true alignment is very important, as we will compare this alignment with the alignments of the various MSA methods. This will allow us to benchmark the accuracy of the various MSA methods. In addition, ROSE outputs the true median sequence, or the sequence from which the other sequences were derived.

| Name of Parameter | Description |
| :--- | :--- |
| Sequence Length | Length of each sequence at the root. |
| Edge Lengths | Expected number of changes on an edge. |
| Mean Substitution Rate | Probability of a substitution from the ancestor to the new <br> sequence per unit of edge length. |
| Indel Threshold | Defines probability that an indel event will occur from the <br> ancestor to the new sequence |
| Indel Length Distribu- <br> tion | If ROSE decides an indel event should occur (denoted by in- <br> del threshold), this distribution denotes how long the indel <br> event should be. We hard coded two distributions: "long", <br> with an average indel of 9.1837 (st. dev: 7.1858), and <br> "short", with an average indel of 1.9981 (st. dev: 1.1624). |
| Max Indel Length | Maximum allowed length of an indel event. |

Table 3.2: These are the ROSE simulation parameters modified in this study.

### 3.10 Reconstructing

Once the set of sequences were generated by ROSE, we ran various multiple sequence alignment methods on this set. Afterwards, we compared the accuracy of the alignments produced by the various MSA methods, along with other statistical data.

Several MSA methods were used for this study. These include ClustalW [40], MSA [19], DCA [39], T-Coffee [26], MAFFT [15, 14], and MUSCLE [2, 3]. We discuss two classes of algorithms that these methods use: progressive algorithms and tree-less algorithms.

### 3.10.1 Tree-less Algorithms

It would be ideal if the set of sequences could be aligned simultaneously instead of appending each sequence one by one to an alignment. Tree-less algorithms are able to align the entire set at once, but due to time and space issues, the set can only be limited to up to three sequences with no more than 200 nucleotides. Unlike progressive algorithms, tree-less algorithms do not use a guide tree. MSA is a program developed by Lipman et al [19] and is able to compute an exact multiple alignment on a set of more than 3 sequences by limiting the search space that is traversed. It performs a sum-of-pairs alignment to minimize the total alignment cost. However, if an exact solution is not found within this search space, MSA will terminate and not return an alignment. Even operating within the truncated search space, MSA is very time and space intensive. This was a major problem, and as a result, the MSA program was not widely adopted.

Nearly a decade later, Stoye introduced the divide and conquer algorithm (DCA), which uses MSA as a base method; DCA can take any base method[39]. The DCA algorithm splits up the set $S$ of sequences into small chunks which can be fed into MSA. The aligned chunks have to then be concatenated. DCA is intelligently able to determine how to split up the set into chunks so that concatenation of the results can be straightforward. If a specified chunk does not result in a good alignment, DCA splits up the chunk into more chunks and recomputes an alignment. This process continues until all chunks can be optimally aligned. The result is a method that is much faster than MSA [37]; on a set of 6 sequences with length between 255 and 293 amino acids, MSA computed an alignment in 118 minutes, while DCA computed the same alignment in just 61.8 seconds.

Early methods, such as the MSA method, use sum-of-pairs alignment to find a solution. How-
ever, recent methods use guide trees to find a solution.

### 3.10.2 Progressive Algorithms

Progressive algorithms are widely implemented among heuristic methods. These algorithms, originally described by Hogeweg [9], are very effective in aligning a set of sequences in very little time and space. The basic idea is to compute a pairwise alignment edit distance for all sequences in a set $S$. A guide tree is created fromm these distances. Next, the two most closely related sequences, as determined by the guide tree, are aligned to create an alignment, which is stored in the parent node of these sequences in the tree. Once all of the closest sequences have been aligned, this process is repeated for the closest alignments among the subtrees. This process continues until the root contains an alignment.

ClustalW is a heuristic method that implements a progressive algorithm. It is a non-iterative, deterministic algorithm that works with affine gap penalties. It works by first computing a dendrogram of sequences based on a pairwise sequence alignment algorithm. These sequences are then added one by one to the multiple alignment based on the order of the sequences in the dendrogram. The obvious disadvantage of this is that once a sequence has been added to the multiple alignment, its alignment cannot be altered at a later point in the process.

T-Coffee is also another heuristic method that implements a progressive algorithm. However, it attempts to avoid the problem that plagues ClustalW's alignment strategy. T-Coffee first creates a record of all the pairwise alignments between the set of sequences. As a result, intermediate alignments are based not only on the sequences to be aligned next, but also on the overall big picture view of how all the sequences align with each other. The overall result is that T-Coffee is more accurate than ClustalW at the expense of modest sacrifices in speed [26].

In 2002, MAFFT was developed, which employs a new algorithm to improve speed and accuracy over CLUSTALW and T-Coffee [15]. The process consists of a progressive alignment in a manner similar to T-Coffee, followed by a second progressive alignment on the new set of aligned sequences. Once this is complete, a third step refines the alignment to produce an optimal score. MAFFT's performance is impressive: using a BAliBASE benchmark [11], MAFFT on average computed an alignment in 227 seconds, whereas ClustalW computed the same alignment in 1657 seconds.

Another method used is known as MUSCLE, and it operates in a similar fashion to MAFFT [3]. The algorithm used in MUSCLE results in improved space and time complexities. Both MAFFT and MUSCLE are designed for proteins.

### 3.10.3 Parameters for Reconstruction Methods

In an attempt to optimize the reconstruction methods, we altered three main parameters of these methods: substitution cost, gap initialization cost, and gap extension cost. These parameters are defined in Section 3.2. However, these parameters are not available in all of the methods. Table 3.3 details which methods make use of the reconstruction parameters.

### 3.10.4 Statistical Data

Table 3.4 presents the statistical data gathered. All of the data gathered was averaged over the total number of replicates.

| Method | Mismatch Cost | Gap Initialization | Gap Extension |
| :---: | :---: | :---: | :---: |
| MSA | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| DCA (MSA) | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| ClustalW | - | $\checkmark$ | $\checkmark$ |
| T-Coffee | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| MAFFT | - | - | - |
| MUSCLE | - | - | - |

Table 3.3: Parameters used by the reconstructive methods.

| Statistic | Description |
| :--- | :--- |
| Average Tree Length | Defined as the sum of the edit distance for all edges. This <br> is what we are optimizing. |
| Average Distance to <br> True Median | Distance between True Median and Estimated Mean. It is <br> measure of accuracy. |

Table 3.4: Statistical data gathered for each experiment.

### 3.11 Results

We performed two studies; first, we compared median estimation among multiple sequence alignment heuristic methods to an exact median alignment algorithm. The dataset that was analyzed consisted of three sequences with a starting length of 200 sites/nucleotides. We tested shorter sequences so that the heuristic methods could be compared to an exact method. Secondly, we selected a subset of the heuristic methods tested in the first group and compared them to the true median using three sequences of length 5000 . Longer sequences were used to evaluate heuristic methods under more practical conditions.

All of the tests were executed on the CIPRES cluster in the San Diego Supercomputer Center (SDSC). Each machine utilized four processors, and each processor was a dual-core 2.5Ghz AMD Opteron.

50 replicates were carried out for each test, and the data reported is an average of these 50 replicates.

### 3.11.1 Explanation of Figures

The figures show Percent above Exact Tree Length and Normalized Distance to True Median. "Percent above Exact Tree Length" compares the tree length of a specific tree created from specific parameters to the tree length of the optimal tree as determined by an exact method under the same optimal conditions. Percentages that approach 0 mean that the reconstructed tree and the exact tree have similar tree length. Since we want the heuristic methods to return trees that closely approximate the optimal median tree, values that are closer to $0 \%$ are ideal.
"Normalized Distance to True Median" is a measure of the similarity between the actual alignment as determined by Rose and the reconstructed alignment as determined by the reconstruction method. It is determined by computing an edit distance between the true median sequence and the reconstructed median sequence. The data is normalized with respect to the true tree length. Ideal values are those that approach 0 ; this indicates that the two alignments are similar.

### 3.11.2 Comparison of Heuristic Methods to an Exact Method for Sequences of Length 200

Six methods (MSA, DCA (MSA), ClustalW, T-Coffee, MAFFT, and MUSCLE) were applied to four test cases. Three sequences with a length of 200 nucleotides beginning at the root were generated. Since indel events occur, the three sequences may be greater than or less than 200 nucleotides in length. We can execute an exact median alignment method for affine gap penalties using these sequences because the sequences are short. We compared tree length of the estimated median for each method to the optimal tree length as determined by an exact method for affine gap penalties.

We used two different exact median alignment methods under various conditions. For mismatch cost of 1, we employed Powell et al's Ukkonen-based method. This method has a time complexity dependent on the total tree length (sum of the edit distance on three edges) of the alignment. Therefore, this method was too slow to compute an exact tree length when mismatch cost is 2 . Therefore, we used an in house exact median solver for mismatch cost of 2. Both methods return the same tree length for three given sequences; the difference is found in running time performance.

A gap initialization cost of 5 , and a gap extension cost of 1 was maintained throughout this study. Mismatch cost was varied with a value of either 1 or 2.

Three parameters were studied: indel threshold, substitution rate, and indel length distribution. For each study, one parameter was varied, while the others were fixed.

## Indel Threshold

To observe the effect of indel threshold on the various heuristic methods, several parameters were maintained at a constant value. In general, low values were picked for the parameters; lower values tend to be more biologically accurate, and allow the true tree length to approximately follow the exact tree length. Table 3.5 details the parameters, and the results are shown in Figure 3.4 when mismatch cost is 1 .

| Parameter | Value |
| :---: | :---: |
| Sequence Length | 200 |
| Indel Threshold | 0.000 to 0.030 (step size: 0.001 ) |
| Mean Substitution Rate | 0.1 |
| Indel Length Distribution | short |
| Edge Lengths | Equal (1:1:1) |
| Mismatch Cost | 1 or 2 |

Table 3.5: Parameters maintained to observe effect of varying indel threshold.


Figure 3.4: Effect of indel threshold on heuristic median estimation when mismatch cost is 1 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).


Figure 3.5: Effect of indel threshold on heuristic median estimation when mismatch cost is 2 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).

Figure 3.4 indicates that, among all heuristic methods, MSA is able to deliver the most optimal tree, regardless of indel threshold. DCA(MSA) follows closely behind, along with MAFFT and MUSCLE. However, MSA and DCA(MSA) are poor at returning an accurate tree, which is reflected by the high distance to true median. MUSCLE is able to find an optimal tree that is very closely related to the true tree.

On the other hand, ClustalW and T-Coffee do not return close to optimal tree lengths, but the tree length score closely matches that of the true tree; in other words, the tree that the two methods return have a similar tree length as the tree that represents the actual evolutionary history. In addition, ClustalW and T-Coffee return a reconstruction with low distance to true median, which means the accuracy is good.

Figure 3.5 shows the results when mismatch cost is 2 and indel threshold is varied. All of the methods output a tree with tree length within $10 \%$ of the optimal tree length. This means that the higher mismatch cost of 2 is causing the methods to return more optimal solutions. In terms of accuracy, MSA and DCA(MSA) greatly improve with a much lower distance to true median. In fact, the distance to true median of the trees generated by MSA and DCA(MSA) is very close to that of MUSCLE.

As the indel threshold increases, the tree length of the heuristic methods increases (which means the results are less optimal) over time. This is understandable, since an increase in the number of indels will make the dataset "harder" to analyze. This is due to the fact that there are more indel events that must be taken into account in order to perform a good alignment.

## Substitution Rate

We also varied the substitution rate. The parameters are listed in Table 3.6, and the results are shown in Figure 3.6.

T-Coffee and ClustalW again return median trees with tree lengths similar to that of the true tree; however, in this case, the trees are not accurate when substitution rate is greater than 0.10. In fact, the distance to true median increases with increasing substitution rate for all methods. It is likely that the higher substitution rates (greater than 0.10 ) are not biologically accurate, and therefore the reconstruction accuracy degrades as these methods are not able to approximate the true tree. Instead, these methods would be attempting to return an optimal tree, which is not similar to the true tree at these higher substitution rates.

Percent above exact tree length scores of the final trees from MSA, DCA(MSA), MUSCLE, and MAFFT are unaffected by the increasing substitution rate. Although this is the case, the accuracy of these reconstructions still degrade as substitution rate is increased.

When mismatch cost is set to 2 , the results are not very different. Figure 3.7 shows the results. However, the true tree more closely correlates with the exact tree. We want the true tree to be as close to the exact tree as possible because heuristic methods are designed to optimize the output to deliver the best optimal tree. In addition, T-Coffee fares better with the higher mismatch cost. Although tree length scores of MSA and DCA(MSA) are unaffected by varying the mismatch cost, these two methods don't have similar accuracy at the higher mismatch cost. MUSCLE, on the other hand, returns trees with low distance to true median scores regardless of mismatch cost.

| Parameter | Value |
| :---: | :---: |
| Sequence Length | 200 |
| Indel Threshold | 0.01 |
| Substitution Rate | 0.0 to 0.30 (step size: 0.01$)$ |
| Indel Length Distribution | short |
| Edge Lengths | Equal (1:1:1) |
| Mismatch Cost | 1 or 2 |

Table 3.6: Parameters maintained to observe effect of varying substitution rate.


Figure 3.6: Effect of substitution rate on heuristic median estimation when mismatch cost is 1 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).


Figure 3.7: Effect of substitution rate on heuristic median estimation when mismatch cost is 2 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).

## Indel Length Distribution

We also compared the effect of the indel length distribution on the heuristic methods. The indel length distribution is a geometric distribution with a maximum sequence length of 50 ; a parameter is used (which ranges from 0.1 to 0.5 ) to define the shape of the distribution. If this parameter is small (i.e. 0.1), then the probability of a long indel will be higher than if the parameter is large (i.e. 0.5). The parameters are listed in Table 3.7, and the results are shown in Figure 3.8 for mismatch cost 1. Results for mismatch cost 2 are shown in Figure 3.9.

MSA, DCA(MSA), MAFFT, and MUSCLE are unaffected by the varying indel length distribution. The $\%$ above exact tree length stays constant for these methods over the varying indel distribution values, and there is a modest improvement in accuracy as the indel distribution increases. For the other methods, there is a gradual decease in $\%$ above exact tree length as the indel distribution parameter is increased. Since the average indel length decreases as the indel distribution parameter is increased, the dataset gets "easier" with higher indel distribution parameters, so the ability to derive homology from the unaligned sequences is also easier. Therefore, we would expect the methods to improve in performance.

Some of the trends seen when mismatch cost is varied for indel length distribution was also seen when mismatch cost was varied for substitution rate and indel threshold. First, the true tree length closely approximates the optimal tree length for the higher mismatch cost. Second, T-Coffee is able to return a more optimal solution under the higher mismatch cost conditions. Finally, MSA and $\mathrm{DCA}(\mathrm{MSA})$ once again return more accurate trees when the mismatch cost is 2 .

| Parameter | Value |
| :---: | :---: |
| Sequence Length | 200 |
| Indel Threshold | 0.01 |
| Substitution Rate | 0.1 |
| Indel Length Distribution | Geometric with parameter: 0.10 to 0.50 (step size: 0.01$)$ |
| Edge Lengths | Equal (1:1:1) |
| Mismatch Cost | 1 or 2 |

Table 3.7: Parameters maintained to observe effect of varying indel distribution.


Figure 3.8: Effect of indel distribution on heuristic median estimation when mismatch cost is 1 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).


Figure 3.9: Effect of indel distribution on heuristic median estimation when mismatch cost is 2. Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).

It is clear from the results presented thus far that the exact method produces a median tree with a tree length score lower than can be produced by any of the other heuristic methods. This is due to the fact that it is an exact method for affine gap penalties. However, as shown in Figure 3.10, an exact method increases with cubic time. On the other hand, the heuristic methods, such as MUSCLE, have only slight increases in running time to compute an alignment as the sequence length increases.


Figure 3.10: Running time ( sec ) comparison between the exact method and a heuristic method (MUSCLE).

### 3.11.3 Comparison of Heuristic Methods to an Exact Method for Sequences of Length 5000

In the first study, we estimated medians using an initial ancestral sequence of 200 nucleotides. Although this allowed us to obtain a tree length of an optimal median alignment, small sequences are not actually used by systematists. On average, practical datasets use sequences of 1000 to 5000 nucleotides in length. We compared a subset of the heuristics tested in the first study on a dataset with an initial ancestral sequence of 5000 nucleotides. Therefore, it is not possible to use the exact median estimator, since our exact median estimator will crash with sequences of length greater than 200. As a result, we are only able to compare medians of the heuristic methods to the true tree.

We compared DCA(MSA), MAFFT, and MUSCLE, which produced medians with tree length scores comparable to the exact method and had good running time performance. ClustalW was also analyzed since it is the most popular MSA method in use by systematists. MSA also produced good tree length scores, but the running time of MSA is prohibitively slow to perform on large datasets; therefore, we did not include it in this analysis. T-Coffee also was not included in this analysis because of it's prohibitive running time and mediocre performance.

The parameters tested are similar to those tested in the first study. In addition, the gap initialization cost was always 5 , and the gap extension cost was always 1 . Also, when the indel length distribution was not the subject of comparison, we used the "short" distribution as the standard.

## Indel Threshold

Figure 3.11 illustrates the effect of indel threshold on tree length with respect to the true tree length for mismatch cost 1 , using parameters specified in Table 3.8. This data was rather unexpected in some regards. When the indel threshold is greater than 0.005 , all of the four heuristic methods produce medians with lower tree length than that of the true tree. Since the true evolutionary history (true tree) is not usually the same as the actual tree, we would expect the heuristic methods to produce medians with lower tree lengths than the true tree. This is due to the fact that we are optimizing the methods to return the most optimal tree instead of optimizing the methods to deliver a tree closest to that of the true tree.

Figure 3.11 also shows that the tree length of the heuristic method slightly worsens when the indel threshold is between 0.0 and 0.005 . Our best explanation for this is that these heuristic methods are designed to align sequences; when only a few indels are present in the actual alignment, a heuristic method will overcompensate and introduce too many indels into the alignment. Therefore, the tree length of the resulting median tree will increase within this margin of low indel thresholds.

Both of these trends are noticed when mismatch cost is 2, as shown in Figure 3.12. In fact, the trends are more pronounced, although the period where the tree length worsens extends out to 0.01 when mismatch cost is 2 .

Regardless of mismatch cost, MUSCLE returns the lowest distance to true median score, which means the tree it returns is the most accurate of the heuristic methods tested. When mismatch cost is 2, DCA(MSA) is able to closely approximate MUSCLE, but DCA(MSA) is least accurate when mismatch cost is 1 .

| Parameter | Value |
| :---: | :---: |
| Sequence Length | 5000 |
| Indel Threshold | 0.000 to 0.030 (step size: 0.001$)$ |
| Mean Substitution Rate | 0.1 |
| Indel Length Distribution | short |
| Edge Lengths | Equal $(1: 1: 1)$ |
| Mismatch Cost | 1 or 2 |

Table 3.8: Parameters maintained to observe effect of varying indel threshold.


Figure 3.11: Effect of indel threshold on heuristic median estimation when mismatch cost is 1 for sequences of length 5000. Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).


Figure 3.12: Effect of indel threshold on heuristic median estimation when mismatch cost is 2 for sequences of length 5000 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).

## Substitution Rate

Figure 3.13 shows the effect of various substitution rates for mismatch cost 1 , with parameters as specified in Table 3.9. Results for mismatch cost set to 2 are shown in Figure 3.14 All of the methods performed better compared to the true tree as the substitution rate increased. We expected this to be the case. Substitution rates greater than 0.3 are much higher than what would be seen biologically; when these large substitution rates are used, the true tree length will not be optimized. Since the heuristic methods are attempting to optimize the median of the three sequences, we would expect to see them perform better (lower \% above true tree) than what the actual evolutionary history dictates. Therefore, it would be beneficial to select a low substitution rate; the optimal tree returned by the heuristic methods would be close to the true tree in this case.

The same trends observed when varying indel threshold are apparent when the mismatch cost is increased to 2. DCA(MSA) is much more accurate when under the higher mismatch cost conditions, while MUSCLE, MAFFT, and ClustalW are consistent for both mismatch cost values. Also, the methods better approximate the true tree when the mismatch cost is 2 .

Under first glance, it may seem bizarre that $\%$ above true tree length increases under the ClustalW heuristic, but decreases when the other methods are used. Compare Figure 3.14 (5000 length sequences with mismatch cost 2) to Figure 3.7 (200 length sequences with mismatch cost 2 ); for sequences of length 200 , we were able to compare all of the methods to the exact method. Notice that the true tree length gradually increases as the substitution rate is increased in Figure 3.7, while MAFFT, MUSCLE, and DCA(MSA) stay constant. In Figure 3.14, we are comparing the methods to the true tree length, not the exact tree length. If Figure 3.7 is rotated such that the true tree length is horizontal, the graph will look like Figure 3.14. ClustalW will be above the true tree length line (x-axis), whereas the other methods will slope downwards. Therefore, ClustalW increases in Figure 3.14 because the tree length score degrades at a more rapid pace than the rate at which the true tree length degrades.

| Parameter | Value |
| :---: | :---: |
| Sequence Length | 5000 |
| Indel Threshold | 0.01 |
| Substitution Rate | 0.0 to 0.30 (step size: 0.01 ) |
| Indel Length Distribution | short |
| Edge Lengths | Equal $(1: 1: 1)$ |
| Mismatch Cost | 1 or 2 |

Table 3.9: Parameters maintained to observe effect of varying substitution rate.


Figure 3.13: Effect of substitution rate on heuristic median estimation when mismatch cost is 1 for sequences of length 5000. Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).


Figure 3.14: Effect of substitution rate on heuristic median estimation when mismatch cost is 2 for sequences of length 5000 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).

## Indel Length Distribution

We also varied the indel length distribution in a similar fashion as was done for sequences of 200 nucleotides in length. Table 3.10 lists the parameters used in this study. The indel length distribution parameter is inversely proportional with the size of an indel; a small indel length distribution parameter value will result in a large indel event. Figures 3.15 and 3.16 are the results when mismatch cost is 1 or 2 , respectively.

MAFFT, MUSCLE, and DCA(MSA) are unaffected when the indel length distribution parameter is increased from 0.2 to 0.5 . In addition, for both mismatch costs, these three methods return trees with tree lengths that are lower than the true tree length. ClustalW is again an exception since it returns a tree greater than the true tree length.

When the mismatch cost is 2 , the final tree length returned by MAFFT is closely inline with the true tree length regardless of indel distribution parameter. However, although the distance to true median is approximately 0.13 , other methods are able to give more trees closer to the true median.

DCA(MSA) also has a lower distance to true median when mismatch cost is 2, while MUSCLE consistently returns trees with lower distance to true median scores.

All methods, with the exception of ClustalW, return more optimal trees at low indel length distribution parameters; recall that small indel length distribution parameters result in long gaps. This again is due to the fact that the heuristic methods are attempting to deliver an optimal median tree rather than the true tree. The reconstruction parameters (mismatch cost, gap initialization cost, and gap extension cost) play a role in determining the optimal alignment. Since we set a gap initialization cost of 5 and a gap extension cost of 1 , we would expect the methods to favor longer indels over short indels. Therefore, the methods deliver medians with lower tree lengths when a long indel distribution is used.

| Parameter | Value |
| :---: | :---: |
| Sequence Length | 5000 |
| Indel Threshold | 0.01 |
| Mean Substitution Rate | 0.1 |
| Indel Length Distribution | Geometric with parameter: 0.10 to 0.50 (step size: 0.01 ) |
| Edge Lengths | Equal (1:1:1) |
| Mismatch Cost | 1 or 2 |

Table 3.10: Parameters maintained to observe effect of varying indel distribution.


Figure 3.15: Effect of indel distribution on heuristic median estimation when mismatch cost is 1 for sequences of length 5000. Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).


Figure 3.16: Effect of indel distribution on heuristic median estimation when mismatch cost is 2 for sequences of length 5000 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).

## Edge Lengths

Recall that Rose generates three sequences from an ancestral sequence. This is a median tree, where the three sequences are connected directly to the ancestral sequence. We wanted to see if increasing the proportion along the edges had an effect on the heuristic methods. We controlled the parameters specified in Table 3.11.

To adjust the edge lengths, we adjusted the edge length multiplier. This adjusts the ratio of the three edges. For example, if the edge length multiplier is 1.5 , then the length of three edges will be: 1.0, $1.5\left(1.0 * 1.5^{1}\right)$, and $2.25\left(1.0 * 1.5^{2}\right)$. The edge length multiplier times the substitution rate defines the number of substitutions along an edge.

The results are shown in Figure 3.17 for a mismatch cost of 1, and in Figure 3.18 for a mismatch cost of 2 .

It is clear that the heuristic methods perform better compared to the true tree when edge lengths are uneven. This was expected. Varying the edge lengths means that the dataset generated by Rose will not be equally evolutionarily related. Therefore, the length of the true tree will not be as low compared to the true tree length when edges are equal. On the other hand, the alignment methods are still trying to find the most optimal tree. Therefore, the heuristic method performance will improve compared to the true tree length.

For mismatch cost of 1 and with edge length multipliers greater than 0.2 , the trees returned by ClustalW have similar tree lengths that match closely with the true tree length. In addition, ClustalW has good accuracy with a low distance to true median score in this case.

Once again, DCA(MSA) has poor accuracy when mismatch cost is 1 , but accuracy closely approximates MUSCLE when mismatch cost is 2 .

| Parameter | Value |
| :---: | :---: |
| Sequence Length | 5000 |
| Indel Threshold | 0.01 |
| Substitution Rate | 0.1 |
| Indel Length Distribution | short |
| Edge Length Multiplier | 1.0 to 3.0 (step size: 0.1 ) |
| Mismatch Cost | 1 or 2 |

Table 3.11: Parameters maintained to observe effect of varying edge lengths.


Figure 3.17: Effect of edge lengths on heuristic median estimation when mismatch cost is 1 for sequences of length 5000. Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).


Figure 3.18: Effect of edge lengths on heuristic median estimation when mismatch cost is 2 for sequences of length 5000 . Tree length of the estimated median for each method is compared to the optimal tree length as determined by an exact method for affine gap penalties. In addition, distance to true median scores are given (which are a measure of accuracy).

### 3.12 Discussion

This study focused on measuring heuristic MSA method performance to achieve close to optimal median trees. Although this is the preferred method in computer science, it is not the goal a systematist would strive for. A systematist wants to reconstruct the evolutionary history of a set of sequences rather than find the optimal tree for a set of sequences. In other words, a systematist would want the method that returns a median that closely approximates the true tree rather than the exact tree. In order to achieve this goal, we will need to optimize the parameters such that the exact tree is similar to the true tree.

We varied several variables and measured heuristic performance on datasets of three sequences with 200 or 5000 sites in length.

With an initial sequence of length 200, we varied indel threshold, mean substitution rate, and indel length distribution for mismatch costs of 1 or 2 . Percent above exact tree length stays approximately constant as the indel threshold increases for MAFFT, MUSCLE, DCA(MSA), and MSA. However, for all of the methods, distance to true median increases with increasing indel threshold. Varying the substitution rate produces similar results. Therefore, if we wanted to generate true trees similar to an optimal tree, we will need to pick very small substitution rates (i.e. 0.01) and a very small indel threshold (i.e. 0.001).

Also, it appears that higher indel length distribution parameters cause the true tree to better approximate the exact tree, although there is a very large difference in tree length between the true tree and exact tree in this case. Recall that higher indel length distribution parameters results in smaller average indels. This observation is logical since it is easier to determine homology when smaller indel events have occured.

Results are similar when the initial ancestral sequence is 5000 sites in length. Due to the fact that the exact median method will not compute solutions for sequences greater than 200 sequences in length, we compared the heuristic tree length performance to the true tree. ClustalW is unable to return approximately optimal trees, so we conjecture that ClustalW will not perform well if we optimize the parameters such that a true tree is similar to an exact tree. With current parameters, however, it is sometimes able to return a tree with similar tree length to the true tree with good accuracy. On the other hand, MAFFT, MUSCLE, and DCA(MSA) are more consistent in the results that are returned.

A mismatch cost of 2 allows the true tree and exact tree to be closer related in terms of tree length. The true tree and exact tree are not as similar when mismatch cost is 1 . Therefore, the mismatch cost of 2 seems to give better results.

Finally, DCA(MSA) experienced poor accuracy (high distance to true median) for mismatch cost 1, but the accuracy was excellent and closely approximated MUSCLE when mismatch cost is 2 . This occurred regardless of whether the initial sequence length was 200 sites or 5000 sites. Therefore, to obtain a close correlation between true tree and exact tree, we would want to analyze sequences of length 5000 .

In addition, for sequences of length 200, the curves defining the relationship among varying the parameters are very jagged. This outcome was unexpected since this was not the case for sequences of length 5000 . It is not known why this occurs.

We conclude that MUSCLE, MAFFT, and DCA(MSA) produce acceptable median estimations with respect to minimizing tree length. ClustalW and T-Coffee seemed to give poorer results under these conditions, although these methods closely approximated the true tree length; although the tree length may be similar to the true tree length, it does not mean that the tree produced by these methods is similar to the true tree.

The running times for most of these methods are good for sequences with a length of 5000
nucleotides. Average processing time is around 30 seconds for 5000 sites. MSA and T-Coffee were exceptions to this observation. T-Coffee, which supposedly performs very well for sets with many sequences, performed very poorly. This can be attributed the long period of time it takes for the program to initialize. MSA was the best method at minimizing tree length, but it was prohibitively slow.

With the exception of T-Coffee and MSA, all of the heuristic methods are fast enough for use in the iterated heuristic.

### 3.13 Future Work

We plan on incorporating one of the MSA methods, such as MUSCLE, MAFFT, or DCA(MSA) into existing software for generalized tree alignment and tree alignment. It can then be determined if improvements can be obtained with respect to minimizing tree length in reasonable time periods.

In addition, we will create our own heuristic median solver. This median solver can then be compared to the methods analyzed in this study in terms of performance and accuracy.

Also, it will be necessary to compare Generalized Tree Alignment algorithms as well as the standard two-phase phylogeny estimation approach. This will be necessary to determine if standard two-phase approach is sufficient to obtain good tree reconstructions.

Finally, it will be necessary to determine how best to optimize the heuristic methods to approximate the true evolutionary history. This will likely require we adjust parameters such that the

## Chapter 4

## Conclusions

Although exact methods are useful for obtaining exact solutions, they cannot be applied by biologists on real data collected in the field. They are simply too computationally slow and take up too much space to execute. As a result, heuristic methods are used to get an approximate solution in a fraction of the time and the space. We wanted to improve the accuracy and performance of a maximum likelihood heuristic method, and also apply multiple sequence alignment heuristic methods to optimize median alignment.

To improve maximum likelihood heuristics, we thought that "fast evolving sites" caused the heuristic methods to slow down and lose focus as they try to optimize these sites. We used maximum parsimony to locate these fast evolving sites, and then truncated the sequences to exclude these fast evolving sites. However, the heuristic methods did not run any faster nor perform any better using the truncated datasets when compared to the regular datasets.

We also have an ultimate goal of optimizing generalized tree alignment to handle datasets with hundreds of sequences and thousands of sites. In order for this to be achieved, it was necessary to optimize the scoring component of generalized tree alignment, which is tree alignment. The iterated heuristic can be used to score a tree, such that for each internal node, a median alignment is generated. We conjectured that if we can improve median alignment running time and tree length, we will have improved the iterated heuristic, which will take us a step closer to optimizing generalized tree alignment.

Our study showed that DCA(MSA), MAFFT, and MUSCLE will be good candidates to incorporate into existing tree alignment and generalized tree alignment software. We will then be able to compare the performance of the improved iterated heuristic to the original programs.
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