




Hardware Accelerated Ambient Occlusion Techniques on GPUs

Figure 1:These images illustrate our ambient occlusion approximation running on a modern GPU. Our method can be used for a number of
applications including (a) Rendering high-detail models; this model has around 65K triangles. (b) Dynamic/deforming models (that undergo
non-rigid deformations) (c) Enhancing natural objects such as trees, and in games where models such as cars are used. This scene currently
renders at around 4 fps and has over a million triangles. (d) Realistic rendering of molecular data that provides similar/superior quality to
specialized software such as [Bajaj et al. 2004; Tarini et al. 2006].

Abstract

We introduce an approximate yet visually pleasant ambient occlu-
sion approximation running on real-time graphics hardware. Our
method is a multi-pass algorithm that separates the ambient occlu-
sion problem into high-frequency, detailed ambient occlusion and
low-frequency, distant ambient occlusion domains, both capable of
running independently and in parallel. The high-frequency detailed
approach uses an image-space approach to approximate the ambi-
ent occlusion due to nearby occluders due to high surface detail.
The low-frequency approach uses the intrinsic properties of a mod-
ern GPU to greatly reduce the search area for large and distant oc-
cluders with the help of a low-detail approximated version of the
occluder geometry. Our current results show a promising trend
in utilizing the highly parallel, stream processors (GPUs) to per-
form real-time visually pleasant ambient occlusion. We show that
our ambient occlusion solution works on a wide variety of appli-
cations such as molecular data visualization, dynamic deformable
animated models, highly detailed geometry. Our algorithm demon-
strates scalability using a multi-GPU environment, and is Direct3D
10-aware in many respects, allowing for a smooth adaptation to the
anticipated fundamental changes in upcoming graphics hardware.

Keywords: gpu,ambient occlusion,soft shadows,real-time render-
ing

1 Introduction

Current real-time graphics applications such as games provide in-
creasingly convincing realism, using a number of methods such as
soft-shadows, high-dynamic range effects, post-processing effects
and surreal lighting. Ambient occlusion is one other method that
has recently attracted real-time graphics researchers aiming to in-
crease the level of realism without performing a complete global-
illumination step. Compared to other global illumination approx-
imations, ambient occlusion gives a unique edge by providing a

significant increase in quality despite a crude and a simple approx-
imation of global illumination. We propose a real-time multi-pass
approximation for ambient occlusion. We provide different approx-
imations to the occlusion caused by nearby surface detail (often cre-
ating the high frequency detail in ambient occlusion) and the occlu-
sion caused by distant surfaces (often creating a smooth change in
ambient occlusion). We describe how these approximations can be
computed on the graphics hardware to perform ambient occlusion
in real-time. Our method has the advantage of being largely inde-
pendent from the scene complexity. Our method approximates the
ambient occlusion for each frame independently, making it suitable
for deformable and dynamic objects.

2 Related Work

Ambient occlusion has been studied rigorously in the past few
years both in ray-traced and hardware-accelerated (GPU) based ap-
proaches. It has found its way into films as an alternative to full-
scale global illumination methods. One could compute ambient oc-
clusion at each point, by determining the visibility along randomly
selected directions. However, this method is computationally too
expensive to be implemented in real-time yet.

[Arikan et al. 2005] is another method that uses near-field ambi-
ent occlusion for increasing realism in a ray-traced setting, but this
method is not geared for real-time.

[Bunnell 2005] was one of the first real-time solutions that paved
the way for further research in this area. This approach uses disc-
based occluders and a per-vertex ambient-occlusion term; however,
it requires a huge pre-computation step with little support for dy-
namic objects, and requiring high-tesellation of scene geometry.

[Kontkanen and Laine 2005] partially solves the dynamic object
problem; however it is limited to rigid body motion and is not
suitable for deformable objects. Moreover, for every occluder that
we place within the view-frustum, we may have to switch textures



Figure 2:Local ambient occlusion in image-space: (a) Rays emerging from a point P many of which hit no occluder (red arrows). (b) Rays
being constrained within a hemisphere of radius rf ar, with distant occluders being neglected (blue arrows). (c) Pixels as viewed by a camera
C. The hemisphere is now approximated in image-space to obtain pixel samples within the constrained region (marked in green). (d) Now, we
un-project these pixels back to world-space and approximate them usingspherical occluders (green circles). These are the final approximated
occluders around the point P that are sought in image-space. Note thatthe spheres are pushed back a little along the opposite direction of
the normal (−n̂) so as to prevent incorrect occlusion in flat surfaces.

(cube-maps), hence leading to an explosion in the number of tex-
tures as well as expensive texture context-switches that is imprac-
tical for real-time applications especially games. However, this ap-
proach provides us insights into ways of approximating occluders
and reducing over-occlusion problems.

[Ren et al. 2006] provided a different approach that has similar re-
sults. This approach uses spherical occluders and spherical harmon-
ics to calculate approximate ambient occlusion (or low-frequency
soft shadows, as described in their paper). This solution is unique in
that it attacks the problem of over-occlusion and provides a simple
pre-computation step while supporting deformable objects. How-
ever, this method suffers in performance when there are a large
number of objects (as is the case with most real-time applications).
As all of these approaches target an approximated version of the
original geometry that has far less details, they tend to miss high-
frequency ambient occlusion effects that would provide a huge in-
crease in quality.

We borrow some ideas from the research mentioned above to build
on our ambient occlusion solution.

There is other interesting research such as [Kontkanen and Aila
2006; Hegeman et al. 2006; Wassenius 2005] targetting specific
applications such as animated characters, trees, etc. Solely pre-
computation based static methods such as PRT (Precomputed Ra-
diance Transfer) [Sloan 2006; Sloan et al. 2002; James and Fata-
halian 2003], baked-AO (such as [ShadeVis 2006]) are less flexible
yet simpler solutions for static ambient occlusion. Ambient occlu-
sion is also used in a wide variety of real-time applications, such
as molecular rendering (QuteMol - [Tarini et al. 2006]) and nature-
rendering (grass-rendering) mainly to increase realism.

3 Overview

Ambient Occlusion is a fast and a close approximation to global il-
lumination. Ambient occlusion at a point on an object is the amount
of occlusion it receives due to objects surrounding it. The ambient
occlusionA at a pointP with a surface normal ˆn is given by:

A(p, n̂) =
1
π

∫
Ω
(V(ω̂, p))max(ω̂ · n̂,0)dω̂ (1)

whereω̂ represents the various directions atp in the hemisphereΩ;
V is the visibility function for a given occluder along that direction
at p [Kontkanen and Laine 2005]. The effect of ambient occlusion

can roughly be described as the effect seen in a cloudy day; here we
consider the sky to be a uniform area light source resulting in soft,
low-frequency non-directional shadows [Ren et al. 2006].

4 Image Space Approach

Ambient occlusion on high surface-detail geometry tends to vary
rapidly, due to the rapid appearance and disappearance of occluders
along the surface. This is mainly because occluders near a point and
along that point’s surface normal contribute more to the ambient
occlusion at the point than those that are not; this is particularly
true in the case of high surface-detail geometry.

We use this observation to present an image-space approach.
Nearby occluders contribute the most to this rapidly changing am-
bient occlusion. We then approximate these neighboring occluders
in image space.

Figure 3:Ambient occlusion generated real-time using our image-
space approach (left) at about 7 fps compared with an offline ver-
sion on the right ([Arikan et al. 2005]) computed in 5 minutes.



4.1 Detailed view of the approach

We find the occlusion at a pointP on a given surface by shooting
rays outward from that point and finding those rays that intersect
an occluder, weighted by the surface normal atP. This can be ap-
proximated further by constraining the length of the rays within a
hemisphere centered atP facingn̂on the surface. Assume the radius
of this hemisphere to ber f ar, the far falloff distance. We can then
approximate ambient occlusion atP due to the effect of those oc-
cluders that are within this hemisphere. This approximation works
well for most cases, especially for high-detail geometry.

Although the idea of using local geometry as occluders is not new
([Arikan et al. 2005] and [Wassenius 2005]), there are some signif-
icant differences in the overall approach and the actual idea being
implemented.

The overall idea is as follows. TheND-bufferis a 2D array contain-
ing the normal/depth values for every rendered pixel in the frame-
buffer, each pixel corresponding to a point (P) in world-coordinates.
For every pointP with normaln̂ represented in theND-buffer, we
obtain the world coordinates, by un-projecting this point. Then, we
obtain the neighboring pixels for this pointP, and approximate each
of those points as an occluder. For each of those occluders, we cal-
culate the effect of ambient occlusion for the receiver point< P, n̂>

against these approximated spherical occluders. The resulting ac-
cumulated value represents the local ambient occlusion value atP
due to those approximated occluders.

Some important occluders toP may themselves be occluded in the
framebuffer. Therefore, we use the first two layers of depth (as
seen by the camera). We obtain these layers by rendering the front
facing polygons and then the back facing polygons, and keeping the
closest pixels (similar to depth-peeling [Everitt 2001]).

This algorithm is simple, efficient and highly-parallelizable. We
have mapped this algorithm onto the GPU using the fragment
shaders. We approximate world-space neighbors ofP to its screen-
space neighbors (using the two depth buffers - one for the front
faces, the other for the back faces). We can search for these world-
space neighbors in screen-space with the help of the depth-value of
P from the camera, which provides us an accurate search area (in
screen space) to find allpi such that

|pi −P| < r f ar (2)

wherer f ar is the far fall-off distance. This also provides us non-
neighbors ofP, but these non-neighbors have little noticeable ef-
fect on the occlusion performed at the pixel forP precisely for
the reason that they are non-neighbors. Hence we can obtain this
list of neighbors in screen space that are within the sphere of ra-
diusr f ar from P in world-space. We can approximate the pixels in
the depth-buffer as disk-occluders ([Bunnell 2005]), but we chose
a non-directional occluder such as a sphere. This is because an
non-directional occluder that does not have any direction has been
shown to provide a better approximation and performance than an
occluder approximation with an associated direction [Ren et al.
2006; Wang et al. 2006].

This approach is almost entirely constrained by the memory band-
width available; for every pointP in the depth-buffer, we accessNp
points which are within the imaginary bounded hemisphere around
P. This constraint is also the advantage of this approach; with faster
memory/caching, we obtain faster results, shifting the majority of
constraints to particular corner.Np typically varies from 8 neigh-
boring points (that are immediately adjacent toP) to 100s of neigh-
boring points.

4.2 Fragment Shader

We use deferred shading and render a full-screen quad to invoke
the fragment shader on every screen pixel. The fragment shader,at
every pixel, finds the neighbors for that pixel and performs ambi-
ent occlusion between the occluder approximation for each of those
neighbors and the given pixel (as a receiver point). These neighbors
can be searched using a loop that iterates over those pixels whose
world-space coordinates (Pi) are within a distance ofr f ar from P.
We can calculate the screen-space coordinates of these neighbors in
the GPU using 2, however we supply the coordinates of the search-
pixels using a texture due to the huge cost in branching. This texture
is a jittered sampling pattern provided as a Mx1 texture, each pixel
of which contains two coordinates in its two components. These co-
ordinates provide the positions of the samples around a given pixel.
The motivation for the use of a texture to provide the sampling pat-
tern is that arrays or temporary registers prove significantly expen-
sive due to the nature of the current GPUs.

Figure 4: This figure explains the image-space method where we
sample neighboring pixels as occluders. The red pixel is the current
pixel under consideration in the fragment shader. The surrounding
pixels that are sampled from the ND-buffer are shown. The texture
below this grid called the “sampling pattern” provides the loca-
tions for these sample pixels. The number of sample pixels, m, that
need to be obtained is calculated using the Z-value of the current
pixel (shown in red).

Some of the salient points with regards to existing ambient occlu-
sion solutions such as [Kontkanen and Laine 2005], [Bunnell 2005]
are:

• No precomputation is necessary; fitting this algorithm for an-
imation of complex models is simple and fast.

• Easily plugged into existing approaches, with the only neces-
sity being the use of deferred shading.

• The constraints are reduced to a single factor, that being the
memory bandwidth.

• Comparing with a baked-AO approach, our method offers
real-time detailed ambient occlusion that may be difficult to



compute using a baked-AO approach due to differing resolu-
tions in the baked-AO textures and the underlying geometry.

• The performance of this approach does not depend on the
polygon count to a large extent; instead, it is directly related
to the number of pixels shaded in theND-buffers. This is a
significant advantage over existing approaches.

4.3 Limitations

The following are some of the limitations of this approach:

• The obvious limitation is that the image-space ignores the ef-
fect of distant yet significant occluders. We provide a differ-
ent method to take these distant occluders into account (see
Section 5)

• The memory bandwidth poses a problem with older hardware,
as the quality of the approach directly depends on the band-
width. One can try to reduce this by using fewer samples per
pixel albeit at the cost of less ambient occlusion effect.

• Artifacts may appear on surfaces where the occluders are
nearly parallel to the direction of view since the sampling
pattern may miss such planes. This can be compensated by
distributing more samples along the direction of such an oc-
cluder, at increased branching costs.

• For the algorithm to be visually pleasing we need high-
polygon count geometry. This may also be complimented
by the current trend of modern GPUs that scale well to high-
detail geometry.

The main limitation in this approach is our inability to account for
large and distant occluders. We can use the methods described in
[Kontkanen and Laine 2005], [Ren et al. 2006], [Kontkanen and
Aila 2006] or [Bunnell 2005] to overcome this limitation. However
we try to solve this problem using a different and a faster approach.

5 Distant-occluder Approach

Surface geometry can be approximated using a variety of ap-
proaches for the purpose of performing ambient occlusion. For ex-
ample [Bunnell 2005] use a disc-based approach; [Ren et al. 2006]
and [Hegeman et al. 2006] use a sphere-based approach; [Kontka-
nen and Laine 2005] use a cube map-based approach.

We propose a new solution using the modern GPU architecture that
will perform fast ambient occlusion by approximating distant oc-
cluders as spheres. Our solution depends on the fact that for a given
primitive, the amount of occlusion it receives due to an occluder
decreases gradually with the distance from that occluder. More
precisely, the effect of ambient occlusion at a particular point is
inversely proportional to the distance from the primitive. Thus be-
yond a particular distance, the effect of ambient occlusion due to
this primitive is a very smallε that is too small for visual perception
(by Weber’s law). We picked spherical occluders for the following
reasons:

• Very little precomputation - usually a combination of Lloyd
Clustering and an optimizing step ([Wang et al. 2006]).

• We need to store only 4 degrees of freedom (< C, r >) per
sphere, whereC is the center< Cx,Cy,Cz > of the sphere and
r is its radius.

• The general analytical, geometrical properties of a sphere in-
cluding its symmetry present a number of advantages over
other methods.

The following are the cases that might lead to a noticeable artifact
due toε. First, a number of occluders might be situated such that a
particular point may be receivingε occlusion from all these occlud-
ers. Fortunately, due to the choice ofε, we require a significantly
large number of occluders in such a setup so as to make this effect
noticeable. In many situations, ambient occlusion is performed in a
closed area such as in a room or inside a box. Theoretically, ambient
occlusion performed using the traditional approach should produce
full occlusion for every point in such a scenario. However, this can
be avoided by constraining the effect of occlusion by one object
onto another, usually beyond a particular distance. Hence, using
this logic we can assume that the artifact introduced by this case
can be ignored to a great extent to be visually pleasing. The other
case is that a point receivingε occlusion from an occluder might
be situated so as to be occluded significantly by other occluders.
In this case, theε occlusion is visually unperceivable because the
quantity(a+ ε) is visually the same as(a), due to our choice ofε.
By this argument, we can see that this method becomes plausible.

Figure 5:The left image shows the distant occluder stage in isola-
tion. Shadows and the image-space stage have been turned off to
illustrate the nature of the distant occluder approach. The image
on the right shows the spheres for the model that are being recal-
culated per frame. The rest pose provides us the initial position of
these spheres due to Lloyd clustering, and we use this to reposition
the spheres based on the new vertex positions. This recomputation
is simple and fast.

For a given spherical occluderSoccl(< C, r >), we obtain a dis-
tancedf ar from C where the occlusion isε. This results in a sphere
Sf ar(< C,df ar >) that represents the influence of occlusion due to
the spherical occluder. Beyond the volume bounded by the sphere
Sf ar(< C,df ar >), the occlusion is low enough to be ignored. We
call this sphere thesphere of influence. Due to the symmetric nature
of this sphere of influence, we can approximate the screen-space
area of this sphere using a billboard. By confining our ambient oc-
clusion calculation within this billboard in screen-space, we again
transform this larger problem in world-space to a simplified version
in screen-space.

The main bottleneck in [Ren et al. 2006] and [Bunnell 2005], two
state-of-the-art algorithms for ambient occlusion approximation al-
gorithms, is the use of traversal of occluders in either the vertex
processor or the pixel processor. Unfortunately, these operations
are not easily parallelizable; [Bunnell 2005] makes use of a vertex-
shader to traverse a linked-list type of data structure to find the cu-
mulative occlusion. [Ren et al. 2006] makes use of a pixel-shader
to essentially do the same operation. We propose a new solution
where we well-utilize the rasterization hardware of GPUs as well
as the vertex/pixel shading processes.



We use the screen-space rectangle (billboard) covering thissphere
of influencefor the rasterizer to produce the fragments inside this
billboard to be tested against. The pixel-shader then takes the given
point in theND-bufferand calculates the ambient occlusion due to
the incoming spherical occluder (as represented by the billboard).
This approach is highly parallelizable, and uses the vertex/pixel
processors for performing operations they were designed for. Also,
our approach can be directly applied to any other approximation
such as a disc or a cube, after making minor changes to the calcula-
tion of asphere of influencefor the corresponding approximation.

The motivation for such an approach is that it is difficult to perform
gathering in the GPU for a large number of occluders, where we
“gather” the effect of occlusion from a number of occluders. We
convert this gather problem to a “scatter” problem that disperses
the ambient-occlusion effect on to surfaces.

5.1 Implementation Details

For an object, we obtain the set of spherical occluders approximat-
ing this object. Each element in this set consists of four values:
three for the center of the sphere and one for the radius. For the
vertex-processor, we construct an unit quad along with the sphere’s
(< C,df ar >) as texture-coordinates (i.e. the four components of
texcoord0). The vertex-shader then finds the corresponding quad
(billboard) necessary for fitting the givensphere of influence.

Figure 6: This 2D visualization of occlusion explains the fall-off
parameterε as the receiver’s distance (x-axis) from a spherical oc-
cluder varies. The receiver receives maximum occlusion from that
occluder, by making its normal point toward the occluding sphere’s
center.

Once computed, the rasterizer generates the fragments inside this
quad. We make use of the non-programmable yet fast nature of the
rasterizer such as its ability to perform view frustum clipping and
generate of a large number of fragments using very few and fixed
number of vertices.

The fragment shader takes theND-buffergenerated for a deferred
shading approach as described in Section 4 to perform local ambi-
ent occlusion. We also make use of the blending units to additively
combine the ambient occlusion contributions across a number of
spherical-occluders.

5.2 Issues

We discuss the main issues with this approach and some solutions
for those issues.

Figure 7: Here the spherical occluders that are used to approximate
the geometry are shown. The billboards representing the extent of
the far fall-off term from each of these spheres are sent to the vertex
processor for rasterization. The inset illustrates the sphere with its
sphere of influence along with the billboard corresponding to the
distancedf ar from the center of the sphere.

We use additive ambient-occlusion resulting in possible multiple
occluder artifacts, as discussed in [Bunnell 2005] and [Kontkanen
and Laine 2005]. An occluder fully invisible at a point due to an-
other nearer yet larger occluder can cause incorrect occlusion at
that point. [Kontkanen and Laine 2005] and [Bunnell 2005] both
suggest different approaches to handle thisover-occlusion; both
provide a visually pleasing yet physically incorrect solution. This
works in most cases. In reality, the benefit of performing ambi-
ent occlusion even with over-occlusion is far greater than when not
performing ambient occlusion at all. We discuss our solution to
over-occlusion in Section 8.2.

The performance of this approach depends mainly on the size of
the billboards we generate in the vertex-shader; thus a large num-
ber of large occluders can cause a performance decrease. In those
cases, it is more efficient to process such large occluders in a sep-
arate pass. Comparing with the existing methods [Bunnell 2005;
Kontkanen and Laine 2005; Ren et al. 2006] our method is advan-
tegous, because we use the rasterizer to limit the influence of the
approximated occluders for a given point to a large extent.

Our approach offers an efficient GPU-based ambient occlusion so-
lution for approximated-occluders at the cost of a simple precom-
putation step. Moreover we target the fastest possible operations for
the various units of a GPU for which they were designed for. This
approach when combined with the image-space approach detailed
above provides some very realistic occlusion effects that can be ri-
valed by ray-traced solutions, while surpassing existing methods in
both quality as well as speed (Figure 3).



Figure 8:Pipeline: This flow-diagram explains the various stages in our combined ambient occlusion algorithm. We start with the ND-buffer
for the front-faces, along with the color-buffer. The color-buffer is required for deferred shading. The back-faces’ ND-buffer is then created
and supplied to the image-space approach. Similarly, we prepare the spheres’ billboards for the distant-occluder approach. Finally, we
combine these stages including shadow-buffers, color-buffers, and other buffers.

6 Combined Ambient Occlusion

The image-space approach provides a non-precomputed and fast
way to enhance high-surface detail geometry, while performing
local ambient occlusion approximation. The distant-occluder ap-
proach provides softer occlusion effects due to larger and more dis-
tant occluders. Combining these two stages provides some very re-
alistic ambient occlusion effects. With the addition of soft-shadows,
the ambient occlusion effect provides further quality as opposed to
just generating soft-shadows ([Ren et al. 2006]) (Figure 1 c). In the
case of the soft-shadowed regions, ambient occlusion adds more
visual realism and provides visual cues in brighter, non-shadowed
regions. [Ren et al. 2006] provides a way to generate low-frequency
soft shadows that tend to be closer to ambient occlusion. However,
we can see that the soft-shadow approach compliments ambient oc-
clusion and is not an approximation of ambient occlusion by itself.
Soft-shadows can be generated using many algorithms, including
the more recent and efficient approach ([Guennebaud et al. 2006]).

6.1 Overall Multi-Pass Algorithm

Both of these ambient occlusion approaches share a pass, namely
the generation of the firstND-bufferfor the front-facing polygons.
Beyond this pass, the two algorithms can continue completely inde-
pendently of each other resulting in a scalable, efficient and paral-
lelizable combined algorithm. For the final deferred shading stage,
we combine the ambient occlusion from these two stages using the
two distinct textures and accumulate it using the color-texture. This
final stage also combines various other elements such as HDR ef-
fects, shadow-maps, post-processing effects (depth blur, transition
effects, etc.). Moreover the generation of the color-buffer is another

stage that is demanded by deferred shading but is independent of the
ambient occlusion stages.

7 Results

We obtain a framerate of about 6-15fps for a 150,000-triangle scene
on a nVidia GeForce 7800 GT for our complete ambient occlusion
solution. The image-space approach uses a maximum of 36 sam-
ples per pixel. There is also a 60 ms overhead for deferred shad-
ing, due to the current difficulties in FBO context-switches, texture-
copies etc. For the image-space approach alone with a 40% screen
coverage at 1024x768, we obtain frame-rates of about 15-25 fps.
For the distant-occluder approach, we obtain consistent frame-rates
of over 100 fps with a worst-case of 10 fps (if there are a number
of occluders covering a single point). The main advantage with our
approach is that the distant-occluder approach is made to perform
at a very fast rate - capable of handling 2500 or more spheres per
frame at about 70 fps - the combination provides a visually pleasant
image at a fast rate.

We expect future hardware to provide better memory bandwidth,
which is currently the major bottleneck. One issue that was men-
tioned previously is the fact that we do not account for all the oc-
cluders in the scene at a given point; this means that rooms and
other closed areas that should appear dark (black) when ambient
occlusion is performed, do not appear so. This provides better
yet physically incorrect ambient occlusion approximation, which
is also imitated by many ray-tracing systems limiting the length of
the occluder rays.



Figure 9: (a) shows the effect without any ambient occlusion calculation. (b) shows the effect when ambient occlusion using our method is
applied to this scene. This performs at around 8 fps when using the combined ambient occlusion effect and at around 25-50 fps using the
distant-occluder stage alone.

Figure 10:(a) and (b) show the effect of without/with ambient occlusion using our approach. This model has over a million triangles and
renders at around 4 fps on current hardware for our combined approach.

8 Future Work

We can extend our distant-occluder based approach in a number
of ways. For example, we can choose an ambient occlusion fall-
off curve to suit our needs so that the occlusion atdf ar is zero, to
avoid artifacts previously discussed. We can also choose a different
occluder depending on our needs. For our image-space approach,
we can extend it to perform shading only in those regions that were
covered by the quads that were generated by the distant-occluder
based approach. We can also perform some simple rejection tests
to improve speed: for example, if the lighting is too bright or too
dark at a point, then image-space ambient occlusion can be avoided
in those regions.

We can also rid the separate stage for the back-faces’ND-bufferby
using a 2WxH texture instead of a WxH texture. Here, we send
each vertex to the corresponding region – either[(0,0)− (W,H)]
(when it’s facing towards the camera) or[(W,0)− (2W,H)] (when
it’s facing away from the camera direction) based on the normal,
thus saving one pass. We have also tried exploiting temporal co-
herency for transporting ambient occlusion values from previous

frames based on a probabilistic approach; however, due to the ex-
treme branching costs associated with this method, we have not
found a current increase in speed. For the image-space approach,
mip-maps can also be used to aggregate occluders to save unneces-
sary texture accesses.

Due to the scalability of these two approaches, it is evident that fu-
ture GPUs provide more processing power and memory bandwidth
to improve both the quality and speed of these approaches:

8.1 Multi-GPU enhancement

The scalable nature of these two approaches allows for easily ex-
tending them to a multi-GPU environment such as an SLI (Scal-
able Link Interface) configuration. Such a configuration would in-
volve dedicating most of the memory bandwidth in one GPU to the
image-space approach while performing the other stages in a differ-
ent GPU. This can be performed using Alternate Frame Rendering
that divides the GPUs among the image-space approach and the
rest. The advantage of the image-space approach is that, it needs
just read-access to about 4 textures outputting the ambient occlu-



sion on a separate texture. This means that we can avoid unneces-
sary bandwidth costs such as inter-GPU communication and copy-
on-write broadcasts.

8.2 Direct3D 10

Direct3D 10 architecture provides the notion of generating vertices
on-the-fly in the new Geometry Shader. This is very useful in the
case of the distant-occluder approach, where we can batch many
quads using a single draw-call per object. Moreover, we can also
output a varying number of quads which means that we can reject
suitable quads or combine quads into unified quads. Also, the CPU-
GPU bandwidth is kept to a minimum since we can use point-sprite
expansion to generate these quads.

Another extension is to solve the over-occlusion problem by using
bit-vectors that is possible due to integer operations in these hard-
ware. We then create a correspondence between each bit in this
bit-vector (which is a 32-bit integer, or an 128-bit multiple render
target) to an area on the surface ofthe hemisphere. This allows for
us to use the logical OR-blending instead of additive blending to
store these bit patterns at the cost of a decrease in the ambient oc-
clusion precision.

9 Conclusion

We described a realistic yet an approximate ambient-occlusion so-
lution. Considering that most games require the use of solid non-
reflecting objects, ambient occlusion can approximate global illu-
mination to a high degree. Moreover, it provides visual cues to help
the user orient herself in the environment - relative distances among
various objects become clearer using ambient occlusion (Figure 5).

Although we target real-time applications, we can compare it with
other offline rendering solutions in many cases (Figure 3) due to
the properties of ambient occlusion. We have shown that our ambi-
ent occlusion approximation could vastly improve the quality of a
number of real-time applications.
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