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Abstract—In this paper, we designSIM, a protocol that in- tation at different entities in the network, so as to support
tegrates three distinct mechanisms -Selective participation, scalable and timely control.
Intra-group transmission adjustment, and Menu adaptation — The individual mechanisms ofIM are not novel and
to solve the general multicast congestion control problemWe appear in other layered multicast protocols. For example,
argue that only a solution that includes elements of each mae RLM [13] relies on selective participation whigAMM [22]
anism can scale and adapt to heterogeneity in network and re- . .
adjusts the transmission rates of the layers. Howesat,

ceiver characteristics. In our protocol, these mechanismeper- . K led the first tocol for | d i
ate at different time scales and distribute the responsibity of IS — per our knowledge — the Tirst protocol for layered mufli-

adaptation to different entities in the network. Per our knowl-  Cast that adjusts both the group subscription levels aref lay
edge, SIM is the first protocol for layered multicast that ad-  transmission rates. This feature allog# to use the avail-

justs not only the subscription levels of the receivers butlsothe ~ able bandwidths efficiently in the presence of heterogesieou
transmission rates of the layers. We show thaSIM is efficient ~ receivers and dynamic changes in the bottlenecks and sessio
and stable in the presence of heterogeneous receivers and-dy membershipSIM is scalable and fair. In additios|M pro-
namic changes in the bottlenecks and session membershBIM  vides superior efficiency and stability than such protoesls
also outperformsRLM in terms of stability and efficiency. RLM where the transmission rates are fixed and the receivers
keep trying to join a layer even after they reach the optimal
subscription.

Multicastis a network service for delivering the same data  The challenging task of combining the intra-group trans-
to multiple destinations. We believe that a multicast con-mission adjustment, selective participation, and menpizda
gestion control protocol should be (1) efficient (i.e., shou tion mechanisms involves the design of appropriate ingtant
efficiently utilize the bandwidths available in the hetezog tions for these mechanisms as well as the development of in-
neous network); (2) scalable (i.e., should supporta lange-n ~ tegration techniques such as priority marking in the nekwor
ber of receivers); (3) fair (i.e., should allocate netwoakt-  While [8] explains a general philosophy behind our approach
width fairly among competing sessions); (4) responsiwe,(i. this paper describes a specific protocol and conducts a thor-
should converge to a fair efficient state promptly); and (5)ough evaluation of its performance.
light-weight (i.e., should impose a low communication and The rest of the paper is organized as follows. In Section 2,
computation overhead). Finally, the protocol should méet a we present the related work on multicast congestion cantrol
of the above requirements while preserving privacy of the rediscuss the limitations of existing solutions, and explhie
ceivers. While individual objectives are achieved by sorne oprinciples that guide our design. The description of our pro
the existing multicast congestion control protocols, nofie tocolis provided in Section 3. Section 4 describes the samul
these protocols provides the full set of the desired progsert tion environment and the results of our experiments. Rmall

In this paper, we proposeiM, a protocol that integrates Section 5 summarizes our contributions.
three distinct mechanisms Selective participation)ntra-
group transmission adjustment, antenu adaptation — to o Design Principles
provide a general solution for the multicast congestion-con
trol problem for layered streams. These mechanisms operate With multicast congestion control, there is a desire to sup-
at different time scales and place the responsibility ofpada port heterogeneous receiver capabilities and differetitdso

1 Introduction



neck capacities. A straightforward application of feedbac undesirable changes in the subscription level by making the
based congestion control, such as the one usan[1], transmission rates of the groups match the bottleneck band-
does provide efficient multicast delivery in heterogenemus  widths. For instance, in the above example, the transnmissio
vironments. Matching the reception capability of a sub$et oadjustment mechanism can change the cumulative transmis-
the receivers (e.g., the slowest receiver) leads to a trisasm sion rates for the three groups to 0.9 Mbps, 1.9 Mbps, and
sion rate that is unsatisfactory for other receivers. Thiseo- 5 Mbps without incurring any changes in the group mem-
vation leads us to our first design principle: berships. Unfortunately, as the following example illasss,
Principle 1 A multicast congestion control protocol should the combination of selective participation and intra-grou
adapt efficiently to the heterogeneity in the network and retransmission adjustment is not sufficient for efficient fult
ceiver characteristics. cast congestion control when the number of bottleneck band-
Selective participatiois a congestion control mechanism Widths exceeds the number of groups in the session.
that improves the efficiency of multicast delivery to hetggo  Example 2 Consider a session with four groups. Let the
neous receivers, particularly where sources are ablerns-tra transmission rate of each group be determined by the major-
mit data in multiple complementary layers. The sender of théty of the receivers, for which this group is the top subsedb
multicast session transmits data to multiple groups. Eaeh r group. Initially, let the receivers of the session belongpiar
ceiver then joins an appropriate subset of the groups based @qual-size sets (denoted Hy B, C', and D) with receiving
the observed performance. Selective participation is imed capabilities of 1 Mbps, 2 Mbps, 2.1 Mbps, and 10 Mbps re-
multicast of replicated [7] as well as layered continuous me spectively. Also, let the initial cumulative transmissiates
dia [13, 21]. Unfortunately, selective participation isachc- ~ match the bottleneck bandwidths. Now, let 40% ofcthe-
terized by some intrinsic inadequacies. Typically, protec ceivers (denoted as sét) increase their receiving capabili-
that are solely based on selective participation use a fixetles form 2.1 Mbps to 9 Mbps. Since the receiver&irep-
number of groups that transmit data at fixed rates. Joiningesent a minority of the subscribers to the third group, the
and leaving the multicast groups can be viewed as a way fdransmission rates of the groups do not change. Hence, due
each receiver to choose a suitable service from a menu th& the selective participation mechanism, the receivergin
describes the transmission options offered by the sesfion. periodically join and leave the fourth group. Note that tiie e
the menu is fixed while the available bandwidths vary, re-ficiency of multicast would be higher if the cumulative trans
liance only on selective participation can result in inédfit ~ mission rates were changed to 1 Mbps, 2 Mbps, 9 Mbps, and
utilization of the available bandwidths. It can also cause a0 Mbps with the receivers i and C' subscribing to two
significant amount of joins and leaves by receivers trying togroups, and the receivers i subscribing to three groupil
find the right group to subscribe to, in the light of a mismatch  Menu adaptatioris a congestion control mechanism that
between the fixed transmission rates of the groups and theillows the sender to adjust its menu and enforce the group
variable bottleneck rates. The following example illuga subscriptions that improve the overall performance of the
this scenario. multicast session. [6] uses menu adaptation to control con-
Example 1 Consider a multicast session with three groupsgestion for multicast of replicated data. However, sohsio
and three types of receivers (denotedAyB, andC) with  based solely on menu adaptation are insufficient becauge the
receiving capabilities of 1 Mbps, 2 Mbps, and 3 Mbps re-cannot simultaneously achieve scalability and efficiemcat i
spectively. Let the initial cumulative transmission radéthe  heterogeneous and dynamic environment.
groups match the bottleneck bandwidths (i.e., the cunugdati  The above discussion suggests that a multicast congestion
transmission rates are 1 Mbps, 2 Mbps, and 3 Mbps). In thisontrol protocol should integrate three mechanisms —-ntra
case, the receivers i4, B, andC subscribe to one, two, and group transmission adjustment, selective participatang
three groups respectively. Now, let the receiving capaddli menu adaptation — to efficiently adapt to the heterogeneity
of the receiversim, B, andC changeto 0.9 Mbps, 1.9 Mbps, in the network and receiver characteristics.

and 5 Mbps respectively. With only the selective particgpat With the addition of these mechanisms, however, the
mechanism, the transmission rates of the groups remain uramount of state maintained by the multicast congestion con-
changed. Hence, to avoid congestion, the receiver$will trol algorithm becomes larger than what is typical for ustca

need to leave the multicast session completely; the reseive This has led researchers to observe that multicast congesti

in B will need to drop the second group and consequently willcontrol has to operate over much slower time scales than uni-

receive 1 Mbps; the receivers @ will continue to subscribe cast congestion control. However, the nature of applioatio

to all the three groups and will receive only 3 Mbps. Thisthat use layered multicast (real-time information dissemi

illustrates that the receivers in all the groups will receiser-  tion is a dominant one) often requires even tighter reaction

vice that is significantly lower than their capabiliticlll times for overcoming congestion. We believe that there is
The fundamental limits of selective participation can bea need to adapt to congestion at multiple time scales: some

addressed by antra-group transmission adjustmemecha- mechanisms have to operate as fast as possible, which is on

nism. This mechanism can improve efficiency and avoid theéhe order of a round-trip time; other mechanisms have to op-



erate at slower time scales due to the inherent limitations 03.1  Intra-group Transmission Adjustment
the speed of their operation (such as join and leave propaga-

tion in a multicast tree). This leads us to the following desi . . P
volves per-group congestion detection and natification, ag

pr|.n0|.ple: . ) ) gregation of the feedback information, and transmission
Principle 2 To provide a scalable and timely multicast con- ggaptation.

gestion control, the control mechanisms should operate at Congestion Detection and Notification When a link is

multiple time scales. congestedSIM attempts to resolve congestion by adjusting
Scalability is a key challenge in feedback-based congeshe transmission rate for the highest group that uses tiks li
tion control for multicast because the sender has a limitedo do so, routers, on detecting congestion, mark only those
ability to handle feedback from many receivers. The prob-multicast packets that belong to the top group subscribed fo
lem of feedback implosion (excessive information flow to-the congested link. This approach is somewhat similar to pri
wards the sender) can be addressed by aggregating the feextity dropping [2, 11]. However, our use of priority mark-
back information or by enforcing an acceptable time scaléng for explicit congestion notification instead of losssbd
for reporting the feedback [4, 19]. However, the objectivecongestion detection makes our solution more effective and
of maintaining privacy precludes designs that avoid feellba stable.
implosion by employing the receivers for feedback aggrega- A naive implementation o§IM would require routers to
tion. For the same reasons, we find undesirable the solutiongaintain information about the multicast session assediat
similar toRLM where the identity of a receiver is revealed to with each group as well as the ordering of groups within the
the other receivers through shared learning. This leads us &ession. However, the following naming convention reduces
our final design principle: the per-session state requirement dramatically:
Principle 3 Mechanisms that control the time scale for re- ] . )
porting feedback and aggregate feedback are essential for ® Allocate to the groups of a session contiguous multicast
scalable, feedback-based multicast congestion contaibpr addresses;
col. Such mechanisms, however, should not violate privhcy o
the receivers.

The intra-group transmission adjustment mechanism in-

¢ |dentify the rank of a group within its session using
a suffix of the multicast address. The suffix length
is log,(n,) bits wheren, is the maximum number of
groups within a session; and

In the following section, we descritsM, a layered multi-
cast congestion control protocol designed on the above prin
ciples. Throughout this discussion, we use the temafticast
sessiorto describe the entire set of groups that participate in Identify the session of a group using the remaining prefix
the communication of layered data. We assume that the lay-  4f the multicast address.
ers are cumulative in nature. The multicast session dsliver

layered data from one sender to many receivers. A separagith this convention, each router needs to maintain only
multicast group carries each layer. log, (ny) bits to indicate the top subscribed group for each
. session on each link. Since we observed that having more
3 Protocol Design thann, = 8 groups does not generally yield significant im-
SIM integrates the following mechanisms operating at dif-provements in performancg|M increases the routing table
ferent time scales. size only by no more thah bits per-link per-session. Hence,
the additional state introduced into routers &\ priority
e The intra-group transmission adjustment mechanism admarking is minimal.
dresses the need for the sender of a group to obtain the Note thatSIM allows different multicast sessions to em-
right information to achieve efficient multicast. This ploy different numbers of groups. A scenario where sesdion
mechanism operates at the round-trip time scale. has multiple groups while sessighuses one group does not
lead to unfairness or starvation of sessibrbecause, when

* The selective participation mechanism operates at an "3 link becomes congested, the router marks packets from the

:ﬁrmedw}te tlr?e scsle gg\dtplihces the res_ptcm3|b|llty Wlt}lop subscribed groups of all the sessions on this link. Hence
€ receivers 1o subscribe o the appropriate groups. it sassionsd and B share a congested link, the router marks

e The menu adaptation mechanism activates and adapts@® congested all packets from sesstand all packets from
menu at the sender at the slowest time scale to ensure tfige top subscribed group of sessidnThis ensures that both
overall efficiency of the multicast delivery. sessions detect and react to congestion.

We add a small number of fields to the multicast packet

In what follows, we first discuss the specifics of these thredneader. Multicast packets, as part of their address, ieclud

mechanisms and then highlight the techniques used for thetheir session and group identifications. To carefully man-
integration inSIM. age the overhead associated with the feedback of congestion



information, we also introduce a field, called “feedback re-quest number than seen before, each aggregation node emp-
guest number”, in the packet header. As part of the networkies its cache and starts a timer set to two maximum roupd-tri
layer, the header contains a single explicit congestioifinot times (estimated through online measurements) between the
cation ECN) bit [15] that congested routers may mark. The aggregation node and the receivers in its aggregationesibtr
receivers send feedback using packets that include: fdenti When the timer expires or upon collecting responses from all
cation number (specifying the source of the feedback),grouits children in the aggregation tree, the node compiles a sum
and session numbers, count of feedback reports aggregatedmary of feedback information for each group in the cache as
this packet, count of “congested” reports, minimum and maxfollows: the minimum cumulative received rate is set to the
imum cumulative received rates, number of receivers in theninimum of the minimum cumulative received rates reported
aggregation subtree, and information that facilitatesnddu for this group, the maximum cumulative received rate is set
trip time computation at the aggregators and sender. to the maximum of reported maximum cumulative received
A group starts its transmission when the first receiver subrates, the count of “congested” reports is set to the sumeof th
scribes to it. Packets are initially marked as “uncongéstedcounts of “congested” reports, and the number of receivers i
and sent with an interval that is inversely proportionalte t the aggregation subtree is set to the sum of the reported num-
current transmission rate of the group. bers of receivers in the aggregation subtrees. Then, the nod
Routers detect congestion by observing the output linisends a feedback packet with the compiled summaries and its
queue. Network routers mark a forwarded multicast packet ai§lentification number to the parentin the aggregation tree.
“congested” if the length of the queue exceeds a pre-defined To determine when to send consolidated feedback to the
threshold and the packet belongs to the top group subscribgzirent in the aggregation tree, aggregators rely on tinseout
for this link. The receivers maintain the congestion state i because feedback packets from the receivers may get delayed
formation for its top subscribed group and transmit it to theor lost. If the timeout values are not chosen carefully, feed
sender in feedback packets. Once per two round-trip timedjack information from some children can arrive at the ag-
the sender adjusts the group transmission rates (based gregator after the aggregated feedback is sent. The absence
feedback from the receivers) and requests additional feeidb  of this information from the aggregated feedback is refrre
by incrementing the feedback request number in the mutticago as aggregation noise and can affect the efficiency of con-
packet header. Upon receiving a packet with a larger feedgestion control. Thus, feedback aggregation schemes face a
back request number than seen before, each receiver trarigadeoff between aggregation noise and the responsivefiess
mits a feedback packet to its parent in the aggregation tree€ongestion control. Larger the timeouts, the smaller the ag
In this feedback packet, the group number specifies the togregation noise but poorer the responsiveness.
subscribed group for the receiver, the total count of repiert For each aggregatogIM sets the timeout value to two
setto 1, the count of “congested” reports is set to eitherld or maximum round-trip times between the aggregator and the
depending on whether the top subscribed group is “uncornreceivers (i.e., leaf nodes) in its aggregation subtreackle
gested” or “congested”, the minimum cumulative receivedthe timeout value at an aggregator depends on the delay be-
rate and maximum cumulative received rate are set to the cutween the aggregator and the furthest receiver in its sabtre
rent estimate of the cumulative received rate, and the numb&ur experiments showed that this setting reduces the prob-
of receivers in the aggregation subtree is set to 1. ability of introducing aggregation noise dramatically, ileh
Feedback Aggregation The intra-group transmission ad- ensuring that the sender receives a feedback within two max-
justment mechanism requires the communication of congesmum round-trip times of the session. &M addresses the
tion information from the routers to the receivers and tleenc problem of aggregation noise carefully. While aggregation
back to the sender. To avoid the feedback implosion problenmjoise is, in our opinion, a significant problem, it has often
we postulate the existence of feedback aggregation routerbeen ignored in previous work.
These may be just the routers in the network that are a part The delay, complexity, and overhead of our approach do
of the multicast tree. Howevenot all of the routers in the not increase when the number of receivers or the number of
network have to necessarily perform aggregation of the-feedlevels in the aggregation tree grows. Finafyi adheres to
back information Selected routers at the branching pointsthe principle of privacy: (1) receivers transmit feedbankyo
in the multicast tree may perform the function of feedbackwhen deemed appropriate by the sender and that receiver; and
aggregation. One may view the sender and the aggregatid@) the only entity that is trusted by a receiver are the aggre
routers as forming an aggregation tree in a manner somewhgation routers in the network.
similar to the approach adopted by the Reliable Multicast Re  Transmission Adjustment The sender adjusts the group
search GroupRMRG) [17] and in reliable multicast schemes transmission rates based on feedback from the receivees. Th
such a®PGM [20]. transmission rate of each group is adapted using an additive
Each aggregation node maintains a cache of feedback inncrease multiplicative-decrease algorithm: if the grasip
formation received from its children in the aggregatioretre “congested”, its rate is reduced to a fraction of the current
Upon receiving a multicast packet with a larger feedback revalue; if the group is not “congested”, then the rate of the



group is increased by a constant amount. 3.3 Menu Structure and Adaptation

Ttht(-:‘j”crlter;a LQ% detetrmlmng v_metgetrt a group 1s “con(—) As we showed in Section 2, the combination of intra-group
gested” vary for differentgroups. The bottom group (grojip transmission adjustment and selective participation mech

is governed by the capabilities of the slowest receiver and 'nisms is not sufficient for efficient multicast congestiom<o

considered “congested” when at least one “congested l'epofrol when the number of bottleneck bandwidths exceeds the

IS recelveq for this group. The top group (grotm, — 1).’. . the number of groups. However, when a session starts, the
wheren, is the ““'.””ber of groups) _sa'usfle“s the Capat,?'l't'e“:'number of bottleneck bandwidths is not known. Further, the
of the fastest receiver and 'S“ con5|dere,(,3| conges_teq WheHumber of bottleneck bandwidths may change over time.

all reports for this group are “congested”. Transmission ad To address thissIM supports a menu adaptation mecha-

justment in the middle groups (groups 1 through — 2)) nism allowing the sender to discover the appropriate group

depends on the menu. If the menu is inactive, a middle group o ; g
) . . ., . . _transmission rates that improve the overall efficiency ef th
is considered “congested” when at least one “congested” re-

. - . . . session. Using this mechanism, the sender maintains a menu
port is received for this group. This allov@&M to discover g

. . that can be either active or inactive. Initially, the meninis
the full range of available bandwidths promptly. Once the_ . .
. . . . . B active. The status and values of the menu are adjusted once
menu is active, a middle group is considered “congested

when the majority of its reports are “congested”. This al_perevery menu adaptation interval. At menu adaptation,time

) o S the sender computes the minimum and maximum cumulative
lows SIM to improve the overall efficiency of the multicast ived based he feedback f h . h
session when the number of bottleneck bandwidths exceecﬁgcewe rates based on the feedback from the receivers. The

e . fnenu is marked as active once the top group of the session has
the number of groups within the session. If the rate sugdeste b group

: el S seen congestion and if the difference between the minimum
for middle groupk by the additive-increase multiplicative- . . o
: ’ . .__._and maximum received rates exceeds a threshold. Requiring
decrease algorithm is such that the cumulative transnmissio .
. 7" “the difference to exceed the threshold makes the menu adap-
rate for groupd) throughk exceeds the corresponding limit

. . o ) tation mechanism robust in the presence of inaccuracies in
in the active menu, then the transmission rate for groigp . . .

. .. the measurements of the receiver capabilities. If the menu i
reduced to the value that makes the cumulative transmission_.. . -
L active, the sender splits the range between the minimum and
rate equal to the menu limit. The next feedback requestissen . : .

. o L .~ maximum received rates infe, — 2) equal subranges and
one maximum round-trip time after the transmission adjust- . .
. : uses the upper boundaries of these subranges as the maxi-
ment so that the solicited feedback could reflect the impiact o . o . .
. mum cumulative transmission rates for corresponding reidd|
the adjustment. groups
Note that the effectiveness 8iM depends on the ability '
to change thg encm_jings of t_he multicast Igyers. It ha_s bees 4 Integration Techniques
shown that it is possible to adjust the encodings of contiisuo .
media streams quickly and with fine granularity. Forinsegnc ~ SIM integrates the above three schemes so that the mech-
modification of the quantization parameters represents-a su@nisms operating on slower time scales complement and take

cessful method of adjusting the sending rate for compresseddvantage of the control provided by the faster mechanisms.
video [9, 12]. Further, the aggregation algorithms are tuned to provide ro

bust and timely feedback for both the intra-group transmis-
sion adjustment and menu adaptation mechanisms. We also
discovered that priority marking is essential for the canve
gence ofSIM to a stable efficient state.

The mechanism of selective participation allows receivers SIM user? an expogentlally-melghteq est|.mat|(r)]n for mea-
to determine the right groups to join within a session. Ini-SU"ng (1_)t 1€ receive rates at the receivers; (2) t € mamm ]
tially, each receiver subscribes only to the bottom groupe T found-trip time at the sender and at the aggregation nodes;

receiver adds or drops groups if its feedback consisteally f 2Nd (3) the queue sizes at the routers. The estimation of the
to affect the transmitted rate in a desired fashion. If the re.recewed rate is updated at every cong_esuon_ notificatroa t'.
ceiver is not subscribed to all the groups, is not “congésted'f at least two packets have been received since the previous

for a fixed number of consecutive congestion notificationsuDdate' The update of the round-trip times is performed when

and the transmission rate for its top subscribed group is re’t_hetransmlssmn rate is adjusted or feedback is sent tcethe p

duced (either because of some other congested receivers gt I the aggregation tree. The estimate of the queue size is

as a result of menu enforcement), the receiver adds the ne%f?}dateﬁ “IPcl’(”, pf;(lzket departures, and the estimate is set to 0
immediate group above its currently top subscribed group. jwhen the link is idle.

the receiver is subscribed to at least two groups and is “conZ‘r
gested” for a fixed number of consecutive congestion notifi-
cations, and the transmission rate for its top subscribedmr We evaluatedsIM using NS-2 network simulator [14].
is increased, the receiver drops its top subscribed group. While SIM exhibited similar behaviors in all examined

3.2 Selective Participation

Experimental Evaluation



d Round-trip propagation delay

t Time since the beginning of the session

ty Session duration

ng = \_tTfJ Number of complete intervals of duratiehin a session

Ng Maximum number of groups in a session

ny (t) Number of different bottleneck bandwidths at tithe

s(t) Set of receivers in a session at tithe

n(t) = |s(t)| | Number of receivers in a session at titne

ty Interval between changes in bottleneck bandwidths

p= %’ Number of round-trip delays between bandwidth changes
tm Interval between changes in the session membership

m = tTm Number of round-trip delays between membership changes
a;(t) Available bandwidth for receiverat timet

ri(t) Received rate for receivérat timet

b Ratio of the bandwidth range to the transmission range

Table 1: Definitions of the experimental variables.

topologies, we present only the results for the networkltopo

ogy depicted in Figure 1. This topology is a balanced tree
where nodd) is the sender, the leaf nodes are the receivers,
and the internal nodes aggregate feedback. We assumdthat al
links have the same propagation delay which is selected such

that the maximum round-trip propagation tini®&etween the
sender and the receivers is equat@ans (roughly, round-trip

propagation delay between the east and the west coasts of the
United States). Thus, the propagation delay for each link in

the topology with16 leaf nodes is set t6 ms. We refer to

links by stating their end nodes, e.g., the link between sode

0 and1 is denoted as link-1. Table 1 defines the variables
used in our experiments.

Figure 1 : Network topology.

We examine the behavior ofaM session in Section 4.2.1.
Then, we evaluat&IM for heterogeneous bottleneck band-

session, (2) received rates for each of the receivers, (Bume
of the maximum cumulative group transmission rates, and
(4) group subscriptions.

To evaluate the effectiveness of bandwidth utilization and
the stability of subscription levels, we introduce thedaling
two summary performance measures:

e Efficiency We define efficiencyE(t) as the average
achieved utilization at time Formally,

0<E(t)<1
i€s(t) a

We compute the average efficienEyand the deviation
in efficiency E as follows:

ty

0
¢ Instability: We define instability/ (¢) as the number of
changes in the subscription level per receiver during the
interval[t — d,t). We compute the average instability
and the deviation in instability as follows:

nys
~2

LS gy -1

n
f j=1

Instability is an important metric since it is directly re-
lated to the perceived quality of live video multicast and
other continuous media applications. Smaller values of
instability result in greater user satisfaction.

4.2 Experimental Results
4.2.1 Session Behavior

Consider &IM session with 16 receivers and a maximum
of 5 groups (i.e.n(t) = 16 andn, = 5). We configured links
1-3, 9-19, 1-4, 5-11, 12-25, and6-13 to have bandwidths of
1, 2, 3, 3, 4, and5 Mbps respectively; all other links have a
bandwidth of6 Mbps. There are 6 different bottleneck band-
widths in this topology (i.e.ny(¢t) = 6). It has 4 receivers
behind the 1 Mbps bottleneck, 1 receiver behind the 2 Mbps
bottleneck, 5 receivers behind the 3 Mbps bottlenecks, 1 re-
ceiver behind the 4 Mbps bottleneck, 2 receivers behind the

widths and dynamic changes in the bottlenecks and sessi@Mbps bottleneck, and 3 receivers behind the 6 Mbps bottle-
membership (Sections 4.2.2 through 4.2.4). After we studyeck.

scalability (Section 4.2.5) and fairness (Section 4.2{&)ml,
we compareIM with RLM in Section 4.2.7.

4.1 Performance Measures

For each experiment, we measure as a function:of
(1) transmission rates for each of the groups withisisi

Figure 2 depicts the behavior of tis#M session. During
the initial stage, the intra-group transmission adjustnagal
selective participation mechanisms allow the sessionge di
cover its highest available bandwidth: Figure 2(a) showas th
the cumulative transmission rate for all 5 groups convetges
6 Mbps. Then, since, < n,(t), the SIM session activates



the menu (see Figure 2(b)) and changes the rules for intrasf groups within aSIM session should match the number of
group transmission adjustment. For instance, group 3 beadifferent bottleneck bandwidths.

comes governed not by its slowest 4 Mbps receiver but by the

two receivers behind the 5 Mbps bottleneck (i.e., by the ma4.2.3 Dynamically Changing Bottlenecks

jority among the receivers subscribed exactly for 4 groups) | K . fch . :
The effect of this is shown in Figure 2(a) where the cumula- Bottlenecks can experience two types of changes: (1) in

tive transmission rate for 4 groups increases from 4 Mbps t(She'r ban(_jW|dth and (2,) in their location in the network.sE.lr
5 Mbps. we examine a scenario when the bottlenecks do not migrate

but their bandwidths fluctuate. Our experiments show (we

After the cumulative transmission rate for 4 groups con-__ . . o :
group mit the corresponding graphs) th&itM maintains high ef-

verges to 5 Mbps, the session enters a steady state of iIs. 4 . .
9 P y iciency and constant instability for all the examined val-

pperation._ This stgady state is characterized by the fe!lowues of the amounts and frequencies of the bandwidth fluc-
ing behavior (see Figure 2(a)): the bottom group transnoits atuations The intra-group transmission adjustment mecha-

1 Mbps, the 2 bottom groups transmit at the total of 2 Iwbps’nism successfully adapts to the changes in the availablban
the 3 bottom groups transmit at the total of 3 Mbps, the 4 bot- idth dth lecti ficioati hanism is fot t
tom groups transmit at the total of 5 Mbps, and all 5 groupsWI S, and the selective participation mechanism IS ngt tr

: : : . gered. This distinguishe®M from such solutions aBLM, in
gi)nusglslhg:g:ﬁ;?gxil?/n a::] f S';ig%‘;’ stzltgel:”teongr)oggp(g:zutgi hich changesf in the bottler_1egk bandwidths can cause signif
is subscribed to by the three 6 Mbps receivers; group 3 iécant changes m_the subscription levels. .
subscribed to by the three 6 Mbps and two 5 Mbps receivers; NOW’ we consider amore general scenario where both the
group 2 is subscribed to by the three 6 Mbps, two 5 Mbps' andW|_dths anq Iocatlons of the bottlenecks change. We con-
one 4 Mbps, and five 3 Mbps receivers; group 1 is subscribeduCt this experiment with, = 3, ny(t) = 3, n(t) = 16,
to by all but the four 1 Mbps receivers; and group 0 is sub-andtf = 300 seconds. A_” the links, othe_r tham, 2-5, 1-
scribed to by all the receivers. The 4 Mbps receiver (remeive4’ and4-9, hgve a bandwidth & Mbps. L|nk52?5 and4-9
25) subscribes and unsubscribes to group 3, creating the quQaVe bandW|dths o8 Mbps and7 Mb.ps respectwely. Once
tuations in its received rate (see the third curve from tipe to everyp round-rip delays,.the bandmdth of ImIk? alternates
in Figure 2(d)) and in the number of subscribers for 4 groupéjetweer9 and1 Mbps while the bal’]dW‘Idth of link-4 alter-

(see the second curve from the bottom in Figure 2(c)). nates betweeand5 Mbps. These settings ensure that, once

Figures 2(a) and 2(d) demonstrate that the received rates - VP round-trip delays, (1) the bottleneck for receivess

for the six receivers with different bottleneck bandwidthsanOI20 migrates between links-4 and4-9, (2) the bottleneck

track the cumulative transmission rates. This indicates th ];g; ;encde%eftz)étillggzzkr?cl)%r?;ii\?:itgv?ﬁrgLljlngg riri]drg-tts
SIM results in a very small amount of packet losses in the netE)etween link®-2 and2-5. Note that these fll?ctuationgs do not
work. Figure 2(b) shows how the menu fluctuates with the i e

variation in the received rates for the slowest and the $aste change the number of bottleneck links (i¥t,: ny(t) = 3).

receivers. Figures 2(e) and 2(f) demonstrate that aftesite Figurg 4 shows that when the pottlengck Iin}<s migrate ata
session reaches its steady state, its efficiency stabillpes slower time scale than the selective participation meamani

to the optimal value of while its instability reduces dramat- opgrates, th_e rECEvers m_amtaln high efficiency by chag_ngm
their subscription levels in response to the changes in the

ically.
y available bandwidths. When the bottleneck migration isemor
frequent,SIM provides a stable, though not optimally effi-
4.2.2 Heterogeneity in Bottleneck Bandwidths cient, group membership.

We evaluate the performance of our protocol for different . . . .
values ofny () whenn, = 5, n(t) = 16, andt; — 300 sec- 4.2.4 Dynamic Changes in Session Membership
onds. We configure the network such that all links, exceptthe We examine the behavior &M when the session mem-
ones incident on the receivers, have a bandwidth of 6 Mbpsership varies. Note that changes in the session subseripti
We uniformly divide the range between 1 Mbps and 6 Mbpsimpact performance the most when they modify the menu.
into n,(¢) values, and assign these bandwidths to the links inHence, we experiment with scenarios where the receivers
cident on the receivers such that the number of receivers witdominating the transmission in one of the groups join and
each value of available bandwidth is approximately the saméeave the session synchronously. We conduct this experi-

We observed that whem, () < n,, efficiency ofSIMis  ment with aSIM session with three groups{ = 3) and
high, and group subscriptions change only during the initiat; = 300 seconds. Link2-5, 1-3, and4-9 have bandwidths
stage of convergence. Figure 3 shows that whg) > n,, of 1 Mbps, 3 Mbps, ands Mbps respectively; all other links
instability increases and efficiency drops. In either ca&8d,  haved Mbps bandwidths. Once evenyround-trip delays, all
converges to the steady state. These results indicatetdhat, the receivers behind the bottlenecks with a specific barttiwid
maximize efficiency and to minimize instability, the number synchronously subscribe to or unsubscribe from the session



