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Abstract IP addresses correspond to specific, unchanging hosts,
changes in the physical IP address used to reach a host
In this paper, we introduce VIP—a virtual IP layer— can cause failures in these protocols and applications.
that applies the principle of virtual addressing to In- | this paper, we introduce VIP, a virtual IP layer,
ternet naming. VIP’s goal is to support mobility in a that applies the principle of virtual addressing to Inter-
way that is incrementally deployable and that requiresnet namind. VIP presents an abstraction in which ma-
little installation or Configuration effort. VIP achieves chines refer to one another by name and in which phys|-
this goal by following two design principles (I)ans-  cal IP addresses are hidden from higher-level protocols.
parent mobility the system virtualizes the IP level of the  Two key goals of VIP’s design are incremental de-
protocol stack—the “neck of the protocol hourglass™— pjoyability and minimal configuration: individual users
to avoid modifying higher-level network protocols andshould be able to easily deploy and make use of the
applications, and (2)ninimal infrastructure:the sys-  system to enable seamless communication across the
tem takes advantage of and minimizes changes to exigiser's collection of machines, and adding a new VIP-
ing network infrastructure. In particular, VIP relies on enapled device to a system should be nearly as simple
widely-deployed infrastructure—DHCP for dynamic IP 35 adding a DHCP-enabled device to a system today.
assignment, Dynamic Secure DNS for updating namey|p achieves these goals by following two design prin-
to-IP mappings, and IPSec for secure communication—iples (1)transparent mobility : the system virtualizes
rather than requiring deployment of new translation in- the |P |evel of the protocol stack—the “neck of the pro-
frastructure. Overall, we find that VIP efficiently sup- tocol hourglass'—to avoid modifying higher-level net-
ports transparent mobility in a way that an individual ywork protocols and applications, and @)jnimal in-

user can easily deploy and use. frastructure : the system takes advantage of and mini-
mizes changes to existing network infrastructure.
1 Introduction MobilelP [13, 15] also attempts to support transpar-

ent mobility, but despite its development in 1994 and
The current Internet naming abstraction requires applistandardization in 1996, MobilelP is not widely used.
cations to explicitly translate machine names to IP adWe believe this is due to its infrastructure requirements:
dresses. Applications then use these IP addresses ttw use MobilelP a user must acquisgatic, globally
refer to and communicate with remote machines. Al-unique IP addressdsr each device and a user must de-
though exposing physical IP addresses in Internet nanploy ahome ageninachine that forwards packets routed
ing has worked tolerably well in the past, users’ net-to these addresses to the user's mobile devices.
work environments are becoming more complex and Although these design trade-offs made sense in the
dynamic. Soon, a individual user may have dozengarly 1990’s, recent trends in network deployment in-
of machines sharing data and services, and each merease the significance of these requirements as barri-
chine’s IP addresses may often change due to mobilityrs to deployments. First, the 32-bit IPv4 address space
due to switching between diffe_rent network connections TA previous system, also named VIP, shares our philosophy of
(e'g" Ethernet, 802.11, and mfrared)’ and due to dy\-/irtualizing IP addressés to hide physicalll IP address changes [19],

namic IP assignment (e.g., DHCP). Because higher levgl,; our implementation and system properties differ considerably.
protocols and applications often implicitly assume thatSee Section 2 for details.




makes static IP addresses expensive. For example, and security as VIR~ IP address mappings change; to
ISP account that includes multiple static IP addressekeep infrastructure requirements low, VIP implements
may be much more expensive than a dynamic-IP acdhe option of a simple peer-to-peer anonymous key ex-
count, making it costly for an individual user to deploy change protocol for IPSec that is similar to the one used
MobilelP for personal use. In addition, the widespreadoy SSH [11]. Overall, we find that new infrastructure
use of firewalls to protect intranets and even home netand practices that have become widespread since the
works makes it hard to deploy a globally-reachable Mo-standardization of MobilelP (e.g., DHCP for dynamic
bilelP home agent; often a dedicated machine must b assignment [4], Dynamic Secure DNS for updating
deployed to the public side of the firewall, where ma-name-to-IP mappings [5], and IPSec for secure com-
chine deployment may be tightly controlled. munication [10]) make it relatively simple to support
VIP is a simple system that addresses these problemansparent mobility without requiring other infrastruc-
VIP uniquely identifies machines by their fully-qualified ture changes.
domain names (FQDNS) (e.g., example.acm.org) rather The main limitation of this approach is our decision
than their IP addresses (e.g., 199.222.69.43), and usgs modify end-stations rather than relying on external
Secure Dynamic DNS (DDNS) [5] to update and dis-infrastructure. There are two issues. First, although
tribute name-to-address mappings as machines moveur system is backwards compatible in that it allows
To maintain backward compatibility, each pair of com-communications with unmodified machines, our system
municating nodes negotiates virtual IP addresses, whiclloes not support migration of connections unless both
are opaque 32-bit tokens that correspond to theiparticipating machines implement our extension. Sec-
FQDNs. Applications and other layers above VIP useond, although this approach simplifies many aspects of
these 32-bit virtual IP addresses rather than physical IBeployment, modifying end-stations does involve barri-
addresses. When machines communicate, the VIP laye¥s of its own. However, as others have argued [18],
translates between virtual and physical IP addresses. although the MobilelP design assumed that it was eas-
This approach supports transparent mobility withouter to modify routers than end stations, in practice the
requiring deployment of new infrastructure. First, ap-reverse seems to be true. Furthermore, modifying end
plications and other network layers above the VIP layestations solves the “chicken and egg” problem faced
never see physical IP addresses, so the VIP layer is frag/ infrastructure-based approaches: in an end-station
to change the mapping from the the virtual IP addrespased approach, an individual can take advantage of
token used to identify a machine to the physical adthe optimization by upgrading her machines; whereas
dress used to route packets. Second, routers and othiran infrastructure-based approach, there is little incen-
infrastructure below the VIP layer never see virtual IPtive to deploy new infrastructure until a large user base
addresses, so each pair of communicating nodes is fregmerges and little incentive to become part of that user
to negotiate lightweight VIP-to-FQDN mappings ratherbase until infrastructure is deployed.
than relying on globally unique and unchanging static IP The rest of this paper proceeds as follows. In Sec-
addresses. Third, by using DDNS for mapping FQDNsjon 2, we describe how our work differs with previous
to IP addresses, the system takes advantage of existinghjevements in this field. In Section 3, we describe the
translation infrastructure rather than requiring deployprotocol and in Section 4 we discuss the implications
ment of new translation infrastructure. Furthermoreof |P virtualization on the system design and behavior.
free third-party DNS servers such as no-ip.com and dynsection 5 evaluates the system. And, Section 6 summa-

dns.org allow individual users to use the system withoutizes the contribution and presents avenues for further
even having to manage their own name servers. research.

We have implemented the VIP system in Linux. Our
experiments show that the system provides efficient
remapping both when one node moves and when botB Related Work
parties in a connection simultaneously change their ad-
dresses. A key optimization in the system is peer-toThe problem of supporting host mobility on the Inter-
peer hints, which can greatly improve the latency ofnet has been extensively studied. MobilelP, like VIP, is
this remapping. We use IPSec [10] to provide end-todesigned to achieve transparent mobility by virtualizing
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the IP level of the protocol stack. Other approaches haveantage of existing infrastructure rather than requiring
been proposed at the IP, transport, and application lexdeployment of new translation infrastructure. Further-
els of the protocol stack or have used names rather thanore, free third-party DNS servers such as no-ip.com

physical addresses for routing. and dyndns.org allow individual users to use VIP with-
out even having to manage their own name servers.
21 MobilelP Note that although route optimizations to some im-

plementations of MobilelP modify both communicat-

viding transparent mobility. In both systems, this isrouting [?], these implementations still require home
achieved by decoupling the routing and naming rolesigents to establish and update the mappings cached at
that coexist in conventional IP addresses: in both sysend stations. But also note that Mobile IP’s approach
tems a mobile host receives two distinct identifiers—of using routable addresses and home agents provides
a permanent name, that does not change when a haste advantage over VIP: if a mobile node that has been
moves, and a variable address, that changes to reflegiodified to support Mobile IP communicates with a
the host’s current point of attachment to the Internetfixed node that does not support Mobile IP, Mobile IP’s
======= MobilelP [13, 15] has many similarities with home agent can forward packets from the fixed node as
VIP. Both systems share the goal of providing transparthe mobile node moves. Conversely, although VIP re-
ent mobility. In both systems, this is achieved by decoutains backwards compatibility in that VIP and non-VIP
pling the routing and naming roles that coexist in con-nodes can communicate, VIP does not support mobility
ventional IP addresses; in both systems a host receivéi$such a scenario. Unfortunately, it appears that this ad-
two distinctidentifiers - a permanent name, that does notantage of Mobile IP fundamentally requires that virtual
change when a host moves, and a variable address, thaldresses be routable, which we believe raises too high
changes to reflect the host’s current point of attachmery barrier to deployment.

to the Internet. ¢¢éééée 1.16 ======= routing [14], these implementations still
There are two fundamental differences between Morequire home agents to establish and update the map-
bilelP and VIP. pings cached at end stations. But also note that Mo-

The first is the nature of a mobile host’s permanenbilelP’s approach of using routable addresses and home
name: in Mobile IP the home address is a valid IPagents provides one advantage over VIP: if a mobile
address to which packets can be routed, but in VIRode that has been modified to support MobilelP com-
the virtual address is a node’s fully-qualified domainmunicates with a fixed node that does not support Mo-
name (FQDN). For backwards compatibility with layersbilelP, MobilelP’s home agent can forward packets from
above VIP, VIP introduces 32-bit tokens that act as synthe fixed node as the mobile node moves. Conversely,
onyms with FQDNSs, but these VIP addresses have nalthough VIP retains backwards compatibility in that
semantic meaning within IP. This clean distinction be-VIP and non-VIP nodes can communicate, VIP does not
tween virtual and physical IP addresses makes deploygupport mobility in such a scenario. Unfortunately, it
ment easier and cheaper for a user. Whereas VIP nodegpears that this advantage of MobilelP fundamentally
automatically generate lightweight VIP address tokenssequires that virtual addresses be routable, which we be-
a user wishing to deploy a device using MobilelP mustieve raises too high a barrier to deployment.
acquire a static IP address from an ISP. IPv6 [3] supports mobility using MobilelP tech-

The second fundamental difference is the mechanismiques. However, it requires deployment of large

correspondent (or physical) addresses. MobilelP uses

a home ggent machine that receives packets addressg_% Other approaches

to a mobile node’s home address and that tunnels pack-

ets to the mobile node’s correspondent address. InsteaBelow, we discuss other approaches to mobility, orga-
VIP uses DNS to map machine names to physical Imized by the level of the protocol stack at which vir-

addresses. By using DNS for translation, VIP takes adtualization is introduced: the IP layer, transport layer,
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or application layer. Finally, we discuss several otheand UDP, and it supports straightforward integration

“hame-centric” routing architectures. with IPSec. Second, because we focus on supporting
Our VIP system shares the idea of virtualizing the IPusers with dozens of devices, we regard simultaneous

layer to support mobility with an earlier system, alsomovement of both ends of a connection as an important

Teraoka et. al [19]. Both systems strive to separatseveral devices exits a building—and we engineer our
the logical name of a host from its changing physicalprotocol to support it.
IP address, but the systems differ significantly in their Several systems rely on applications to detect loss
approach to achieving this goal. First, Teraoka's VIPof connectivity and to switch to alternative or updated
depends on the permanent name of a host being equ# addresses associated with a target machine’s name.
to the host’s initial physical IP address in its home net-This approach is most useful where application use is
work. In our VIP, a virtual IP address has no IP se-characterized by short transactions that may be retried
mantics and can be basically chosen arbitrarily. Secondf, a network address changes. Smart clients [22] extend
Teraoka’s VIP requires routers—including at least onehis approach by allowing servers to specify application-
on the home network of each host—to store the correatpecific session fail-over code. Zhang and Dao [23]
mapping between the host’s logical name and its physiprovide a user-level session abstraction to support au-
cal name. The home network router plays a role similatomatic fail-over.
to that of the home agent in Mobile IP. The idea of exposing names to applications and in-
======= Teraoka et. al [19]. Both systems striveyjsibly translating from name to physical address or
to separate the logical name of a host from its changingoute is a core idea in the Intentional Naming system
physical IP address, but the systems differ 3|gn|f|cantl)[1] and TRIAD [2] These systems, however, are more
in their approach to achieving this goal. First, Teraoka'sambitious efforts to re-engineer the protocol stack. In-
VIP depends on the permanent name of a host beingntional naming foregoes backwards compatibility, and
equal to the host's initial physical IP address in its homeyoth introduce translation to the routing infrastructure.
network. In our VIP, a virtual IP address has no IP se-
mantics and can be basically chosen arbitrarily. Second,
Teraoka’'s VIP requires routers—including at least one3  VIP architecture
on the home network of each host—to store the correct
mapping between the host’s logical name and its physiThe basic idea of VIP is simple; the VIP framework
cal name. The home network router plays a role similardentifies a machine by its unique fully-qualified do-
to that of the home agent in MobilelP. main name (FQDN, e.g., example.acm.org), and the VIP
Gupta and Reddy [9] propose a IP-level redirectionlayer on each machine maintains a mapping from FQDN
mechanism that is similar to MobilelP with route opti- to the physical IP addresses of peer machines so that
mization. The focus of this work is on anycast, but theit can direct messages addressed to an FQDN to that

1.15 dress. As IP addresses change due to migration, VIP
Snoeren and Balakrishnan [18] propose an architeddpdates this FQDN:IP mapping using secure dynamic
ture for supporting mobility in TCP that, like VIP, is de- DNS. But, because FQDNs do not change, communica-
signed to minimize dependence on new infrastructurdjon transparently continues across physical IP address

This architecture relies on a peer-to-peer protocol to upchanges.

date address information when a node moves. Our ap- Unfortunately, current applications use IP address as
proach differs in two ways. First, we implement mobil- the basis for communication and the FQDN merely as a
ity at the IP level rather than the transport level. Con-means of obtaining it. We maintain backwards compat-
ceptually, we believe abstracting IP addresses directlipility by virtualizing IP through a layer of indirection.
above the IP layer is a simpler approach, and this apFhus each FQDN is mapped to a 32-bit token, which we
proach has the practical advantage of allowing one imeall a virtual IP address, that in turn maps to the physi-
plementation of virtualization to support a wide rangecal IP address. We refer to the former as the VIP address
of higher-level protocols, including TCP, RTP, ICMP, or virtual IP address and the latter as the IP address or
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physical IP address. e Symmetric.Communicating machines must agree
The VIP address is integrated into the system by  on what they call one another. Thus if machine A

a VIP layer that resides immediately above the IP mapsFQDN4 < VIP4, machine B must also

layer. Layers above VIP see and work with virtual map FQDN,4 « VIP, when A and B commu-

IP addresses, which are merely backwards-compatible nicate. Several higher layer protocols, including

synonyms for FQDNs, and layers below VIP see TCP, assume this property.

the physical IP addresses required to route pack- e Scalable.A mobile device will communicate with

ets to their intended destination. A separate user- dozens or hundreds of servers and other mobile de-

level daemon maintains these FQBNIP address and vices. And servers may communicate with millions

VIP address-IP address mappings and updates the lat-  of mobile devices.

ter using dynamic DNS. e Lightweight. It should be easy and inexpensive to
To simplify reasoning about security, the system uses  assign mappings to devices to make it easy for a

IPSec to encrypt and authenticate all VIP communi- user to deploy the system.

cation. Following our goal of minimal infrastructure,  Unfortunately, it is difficult to satisfy these properties
this security scheme uses a simple peer-to-peer “anongimultaneously with 32-bit tokens. For example, hash-
mous” key exchange protocol similar to the one used ining the FQDN into the 28-bit class-E reserved IP address
SSH [11]. space meets all of these criteria except uniqueness — dif-
Overall, this architecture provides a simple means oferent FQDNs may map to the same VIP addresses (and
supporting mobility. Furthermore, it imposes little or no these collisions will be too frequent to ignore due to the
additional infrastructure requirements. Bind version 9irthday paradox). Conversely, uniqueness could be as-
includes secure dynamic DNS updates [21], and mangured with a more systematic assignment of VIP tokens
current operating systems, for example Linux and Winto FQDNs (e.g., by extending the current, hierarchical
dows 2000, ship with dynamic DNS support. Further-IP assignment rules to include VIP assignment). Un-
more, a number of web-based, free or low-cost dynamifortunately, such a heavy-weight methodology has the
DNS services allow individual users to use dynamicsame limitations as the current IP address assignment
DNS without running their own name servers. IPSec igprocess.
similarly widely available, as is DHCP to allow mobile ~ We resolve this dilemma by relaxing the first require-
clients to get temporary IP addresses. ment. In particular, VIP includes a negotiation phase
The key design issues for the VIP architecture liethat provides limited-duration VIP addresses that are
in the creation and maintenance of the two mappingspair-wise unique rather than permanent VIP addresses
namely FQDN-VIP address and VIP addres$P ad- that are globally unique. Thus, VIP’s naming semantics
dress. The former deals with how we choose and ass@re weaker than current naming semantics in two ways:
ciate virtual tokens with unique names and avoid colli-(1) an FQDN-VIP mapping is not guaranteed to hold
sions in these mappings. The latter resolves connecticacross reboots and (2) an FQBNIP mapping may
migration. In what follows we describe the design ofnot be shared across machines. Few applications are af-
these two mappings and then complete the descriptiolected by these weaker semantics, but some are. For ex-
of the protocol by describing how VIP-addressed packample, web server log analysis might tacitly assume that

ets are encapsulated in IP-addressed packets. IP addresses are permanent and global machine identi-
fiers.
3.1 FQDN<«VIP address negotiation The negotiation protocol works as follows. If ma-

chine X wishes to communicate with machine Y, it
The assignment of VIP tokens to FQDNs should satisfynakes a library call to gethostbynami&) D Ny-), and
the following four properties. gethostbyname() queries the local VIP daemon, which
« Unchanging and uniqueA VIP is a synonym for is a DNS name daemon that we have modified to sup-

an FQDN that has these properties. Furthermoré?ort \_/IP' If the VIP Qaemon already stores a viP
the mapping should be collision-free with respect™@PPing for FQD Ny, it retumsVIPy. Otherwise,

to real IP addresses because legacy machines wifj iSSueés two network DNS queries using t’he stan-
not include a protocol for resolving collisions. dard DNS protocol. The first query is for Y’s DNS



A (address) record. The second query is also for A machine accepts an FQDNVIP mapping pro-
a DNS A record, but it asks for the address of theposed by another machine if (a) the mapping is from the
imaginary hosVVIP_.MAGIC.NUMBERFQDNy (e.g., standard range of VIP addresses (we currently use the
VIP105067072021-example.acm.ofgJhe first query  28-bit reserved class-E range) and (b) the mapping is not
returnsi Py, Y’s current physical IP address. The sec-currently in use for a different FQDN. Alternatively, if a
ond query returns either an error (if Y does not supproposed mapping is not from the standard VIP address
port VIP) orV I P, qp0sey, @ proposed VIP address with range, the system does a reverse DNS lookup using the
which to identify Y (if Y does support VIP). In the proposed VIP address and accepts the mapping if the re-
former case, backwards compatibility is retained besulting FQDN matches the proposal. This feature allows
cause the VIP daemon simply returns Y’s physical IPa machine to use a dedicated VIP address that no other
address. In the latter case, the VIP daemon running omachine can try to claim. As described in Section 4.2,
X now contacts the VIP daemon running on Y to nego-this approach is one technique available to installations
tiate mutually acceptable VIP synonyms fBQDNx  willing to pay for static IP addresses for resisting some
andFQ DNy using X's and Y'’s current physical IP ad- denial of service attacks.
dresses] Px andI Py, for communication. The negoti-  This negotiation typically adds one round trip time
ation protocol has the following steps. to connection set-up with VIP-enabled destinations. It
1. X selects VIP,,oposcax, decides if it will accept also adds one additional DNS query to each host lookup.
or reject the mapping/I P, .p0scay, and sends the The primary purpose of this query is to allow systems to
following message tol Py: [(Request, FQDNx,  efficiently detect legacy, non-VIP clients; it thus elim-
VIPproposeaxs FQDNy, VIPp oposeay » CCEPLOT Te-  ingtes the need for the VIP daemon to send a probe to
jectVIPproposeay)] _ B the remote host to verify its VIP capability. The sec-
2. Upon receipt of this message Y. first verlfles. thatondary purpose is to simplify the protocol by initializ-
FQDNx maps toIPy by querying DNS using iNg VIP,.op0scay - NOte that, the additional DNS query

FQDNx. If the resulting IP address differs frofiPy, Lo ; o
Y ignores this request. Otherwise, Y accepts or re-S pipelined with the standard DNS query to minimize

jects the FQDNx < VIPyoposcax Mapping and latency.

stores the mapping if it is accepted. Then, if X rejected  VIP nodes must carefully control garbage collec-
Y'’s previous proposal, Y selects a néM Pp,,oposcay-  tion of FQDN < VIP address mappings to maintain
In any event, Y then sends the following message tahe abstraction that VIP addresses are synonyms for
IPx: [(Reply, FQDNx, VIPyroposeax, FRDNy,  FQDNs. We discuss garbage collection policies in Sec-
VI Pproposeay , 3CCEPL OF T€JECY T Pproposedx)] tion 4.1.2. Regardless of the policy, garbage collec-

3. Upon X's receipt of this message, |f.e|ther X or Y ion is a local decision, so if a maching discards
rejected a proposed VIP address during the previous

round, X initiates another round from step 1. Once@ MapPpPINg FQDNp, VIPB_)’ A may later receive a
both machines accept the proposals during the prefessage fronB. If a machine receives a VIP packet
vious round, X's VIP daemon stores Y's mapping for which it has no FQDN-VIP address mapping, the
FQDNy < VIPy and returnd/I Py to the gethost- machine discards the packet and sends a negative ac-
byname() call that initiated the mapping. knowledgment message to the sender’s VIP daemon.
At any point, either party may terminate the negoti- That daemon then executes the negotiation protocol de-
ation, causing X to fall back on physical IP addressescribed above—including the DNS query—to obtain a
for communication. X does this by simply returning the Nfew mapping, using the previous mapping as the ini-
physical IP address. Y does this by proposing addredégl values forV 1P, oposeda andVIPy,oposcan- If the
0.0.0.0. To deal with lost messages and host mobilityerotocol is unable to re-establish the same mapping for
during this negotiation, if X does not receive a replyV /P4, B's daemon marks the origin& /P4 value as
from Y within a timeout, it retransmits its last message.invalid and discards future packets sent to that VIP ad-
If X does not receive a reply to that retransmission, itdress. To maintain correct semantics, this address may

restarts the protocol from the DNS network query. not be re-used until it is garbage collected according to

2A cleaner alternative would be to add a new DNS record type.the system's standard VIP reuse rules. Note thaind

We choose the magic number approach to make it easier to use thir@ may continue tOl Communicate_ using the new map-
party web-based DNS servers. ping, although applications aB using the old mapping




will have their packets dropped. physical address. Now, when the packet passes through
Two sets of issues remain for understanding this prothe routing table for the second time, its address corre-
tocol. First, end-hosts running this protocol have freessponds to a physical IP interface, and it is sent on the
dom to decide which VIP addresses to propose andorresponding physical network.
when to garbage collect FQDNVIP address map- Incoming VIP packets arrive as IP packets whose
pings. Second, the protocol must guard against malirext protocol flag indicates that they should be passed
cious attacks. We discuss mapping policies and securitp the VIP de-encapsulation layer after IP processing. If
in Section 4. these incoming packets’ VIP address and IP address do
not match the corresponding VIP addresdP address
mapping stored by the VIP daemon, they are dropped.
An implementation may send a negative acknowledg-
The set of VIP addressIP address mappings a ma- ment in this case, but doing so is not necessary for cor-
chine stores can be thought of as a cache of mappingect migration. Assuming that the VI IP mapping
for the targets with which the machine communicatesmatches, the packet is de-encapsulated and passed to the
This cache must be kept consistent with the true IP adaext higher level of the protocol stack.
dresses of those targets. We use an invalidation protocol
with leases [8] to accomplish this. 3.4 IPSec integration
When a machineX'’s IP address changes, it sends
invalidation hints ¥ IPx, newlPx) to the VIP dae- OurVIP implementation transmits all packets encrypted
mons on itsActive Partner Listthe set of machines with Via IPSec, using the unchanging VIP address to identify
which X has communicated during the previdiisec- the key needed to encrypt/decrypt packets.
onds. Conceptually, the invalidation hints signal the re- In the common case, key management is similar to
ceiver to query DNS for the new mapping the next timethat used in the SSH-1 secure shell protocol [11]: nodes
it sends a message 16, but sinceX sends the hints via €xchange public keys in the clear during the negotia-
IPSec and includes the updated values, the receiver cd@n protocol described in Section 3.1. As with SSH,
trust them and update its mappings immediately. the approach is designed to provide a practical trade-off
There are two cases when a machinavill not re-  between good security and deployment with minimal in-
ceive an invalidation when a machine it had been talkindrastructure. Similar to SSH, this approach is vulnerable
to, X, moves: (a) the lease has expired orYt§ IP ad- {0 man in the middle attacks during the initial key ex-
dress also changed. Therefore, any time a iogends Cchange but provides end-to-end security after that key
a message to a node from whichY” has not received a exchange. We discuss the security properties of the sys-
packet from during the last secondsY queries DNS  tem in more detail in Section 4.2.
to renew the mapping. In addition, if a machine does not Although we expect this “anonymous” peer-to-peer
receive an acknowledgment to an invalidation, it querie&€y exchange to be the most common mode of opera-

DNS to re-validate the mapping and then resends the irfion, the use of VIPs as an unchanging synonym for a
validation hint. machine name simplifies more systematic use of IPSec.

In particular, our prototype supports key exchange via
DNSSEC [20]. In this mode of operation, DNS provides
a certificate chain that binds a public key to a FQDN. If

The VIP system encapsulates VIP-addressed packets #/ch a certificate is provided, the VIP layer uses it rather
IP-addressed packets using IPIP encapsulation [12]. [fan using anonymous peer-to-peer key exchange.

our Linux prototype, outgoing IP packets pass through

the IP routing table. If the destination address is a VIP4  System Issues for IP virtualisation

address, it will fall into a range of addresses correspond-

ing to a VIP interface and the packet will be handed toThis section discusses three ways in which system de-
the VIP system’s IP Encapsulation module. This modsign is affected by the IP virtualization outlined in the
ule looks up the physical IP address corresponding tabove architecture. First, the system must manage the
the VIP address and encapsulates the packet using tHQDN—VIP address mappings carefully to maintain

3.2 VIP~IP mapping

3.3 Packet encapsulation



the abstraction that a VIP address is a synonym fonicate with another machinB where machine3 has
a FQDN. In particular, the protocol leaves two policy already communicated with other machines that have
decisions to implementations—local VIP selection and‘'claimed” the VIP addresses thdt wishes to use. We
VIP garbage collection. We discuss these policies irbelieve this vulnerability is a good trade-off for the sim-
Section 4.1. Second because the system allows tranglicity of our implementation. Furthermore, it appears
parent remapping of IP addresses, security must be carelatively straightforward to dynamically allocate inter-
fully considered throughout the design. We discuss théaces as needed as long as higher protocol layers make
system’s end-to-end security and resistance to denial @fo a priori assumptions about the maximum number of
service in Section 4.2. Third, VIP transparently remapsnterfaces a machine can have. We discuss this denial of
VIP addresses- IP addresses. For most applicationsservice issue in more detail in Section 4.2.1.
this is useful, but for some applications and protocols,
transparent remappir_1g can cause problems. We di§[1_2 VIP garbage collection policy
cuss how we allow higher-level topology-aware proto-
cols and applications to break this transparency in Sed3ecause the VIP address space is smaller than the
tion 4.3. FQDN space, machines must garbage collect their
FQDN«—VIP address mappings to limit the rate of un-
resolvable collisions. Unfortunately, the current map-
4.1 FQDN « VIP management ping of FQDN—physical IP address does not have a
4.1.1 Local VIP selection policy well-defined consistency model, so it is not clear when
the VIP layer can safely re-use a mapping for a dif-
The protocol allows a machine to represent itself withferent FQDN. For example, it is possible that an ap-
any VIP address from a reserved range of values. Differplication may send a packet to a VIP address that was
ent implementations are free to choose these addressesolved from an FQDN many days ago or after the
in different ways. In our initial implementation, ma- connection has been idle for hours. Without a well-
chines attempt to reuse a small number of VIP addefined and widely-used consistency model for appli-
dresses. This is because for simplicity our Linux pro-cations’ FQDN-IP mappings,any re-use of VIP ad-
totype uses an lihterfaceto represent each VIP alias dresses for different FQDNs has the potential to break
for the local machine, and some modules above the lkhe abstraction that a VIP address is a synonym for an
layer—notably the FreeS/WAN 1.8 implementation of FQDN. A VIP implementation must balance the risk
IPSec that we use—assume a small number of intewf deleting a needed mapping against the reduced risk
faces. of unresolvable collision that comes from keeping the
In Linux and most Unix systems, the interface datanumber of stored mappings small.
structure represents a physical network connection with Note that this problem is not new to VIP. Current
a particular IP address (e.g., an Ethernet card), and wapplications that use IP addresses long after resolving
reuse these facilities for our implementation of VIP.them risk sending packets to the wrong machine. In
Each machine randomly selects a fixed number of lopractice, this is rarely a problem, and we do not expect
cal VIP addresses and creates corresponding interfacehis to be a significant issue for VIP. Our goal is there-
After negotiating VIP mappings to communicate with fore to build a system that is simple, that works well with
a destination machine, the destination VIP address iegacy applications, and that has well-defined semantics
added to the routing table for the corresponding locabn which future applications can build.
VIP address’ interface so that outgoing packets sent to Our prototype implements gclaim-on-rebootpol-
that destination VIP address are marked with the agreeidy: FQDN«VIP address mappings are guaranteed to
upon source VIP address and are sent via the VIP proteemain valid until a machine reboots. This approach
col. should work with all applications except those that write
Although this approach is simple, restricting thelP addresses to disk and use them later. A disadvantage
number of VIP addresses a machine can use to refer wf this conservative garbage collection policy is that it
itself renders our prototype vulnerable to denial of sermay result in larger lookup tables and more collisions
vice attacks in which a maching attempts to commu- than needed.
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A more aggressive policy that could be consideredt.2.1 FQDN<«VIP mapping
by some implementations isase each machine main-
tains an LRU list of VIP address mappings and discard
elements that have not been usedfoseconds, where
T is chosen to be long enough that legacy application

are unlikely to use discarded mappings and to be sho P i q " ttod
enough to limit the size of the FQDNVIP address ta- . cohsumptionan adversary can atempt to deny ser-
vice by consuming available VIP addresses.

ble. Applications that wish to re-use a mapping longer

thanT seconds after its last use should re-validate the
mapping with a DNS lookup. Negotiation.  To minimize the demands on infras-

tructure, the system supports peer-to-peer “anonymous”

IPSec key exchange. As with SSH, the approach is de-

4.1.3 Future directions: IPv6 and beyond signed to provide a practical trade-off between good
. security and deployment with minimal infrastructure.

The concept of connecting to a name rather than an adsiijar to SSH, this approach is vulnerable to man in

dres_s i_s a si_mplg way to support mobility. The COMthe middle attacks during the initial key exchange — ei-
plexity in maintaining a FQDN-VIP address mapping her by spoofing traffic to/from the DNS server or by

comes from our desire remain compatible with 32-bitg,fing traffic between the communicating parties, but

IPv4 applications. The short IPv4 address space aRne approach provides end-to-end security after that key
pears to make the problems that arise fundamental, by .nange. As noted in Section 3.4, users can configure

italso appears that reasonable engineering COMpromisgs.ic pNs servers to supply certificate chains binding
for negotiating, choosing, and garbage collecting theSEeys to FQDNSs to address this limitation
mappings can work well.

The VIP principles are even more attractive for ap_Consistency. The lack of a clear consistency model

plications and higher-level protocols that do not assum . )
32-bit IPv4 addresses. For example, 128-bit IPv6 a ?or legacy DNS- IP address mappings introduces the

dresses [3] might be constructed directly using a 128-birt)OSS|b|“ty of errors vv_hen an _appllcatlon usesa FQDN
o _ — VIP address mapping that is no longer valid. If an ap-
MD5 hash [17] rather than requiring negotiation and ta- . . :
ORI » plication attempts to send a packet using a VIP address
ble lookup. Or, systems could run using “native VIP .
. p " ter it has been locally garbage collected and reused,
addresses: the “address” returned by gethostbynamet . . .
would simply be the target machine’s FODN at packet will be sent to an unintended machine. Note
' that IPSec does not protect against this failure because
the VIP address identifies the IPSec key to be used for
4.2 Security a connection. Our solution is to constrain garbage col-
lection of mappings according to a consistency model
The use of IPSec simplifies reasoning about VIP’s endthat (a) precisely defines semantics to allow careful ap-
to-end security because IPSec provides end-to-end pretication writers to ensure correct behavior and (b) pro-
tection against attacks on the VIP system. After the inivides conservative default behavior that results in cor-
tial key exchange, almost all traffic and protocol mes+ect behavior for most legacy or less carefully written
sages between nodes travel via IPSec. The one excegpplications. We have chosen to implement a reclaim-
tion is the negative acknowledgments sent upon receigin-reboot policy in our prototype to meet these require-
of packets addressed to unmapped VIP addresses (seents.
Section 3.1). So at worst, errors in packet encapsulation Note that even without VIP, any application that com-
or the FQDN« VIP « IP mappings after the key ex- municates with nodes that use DHCP for dynamic IP
change can resultin denial of service; they can not resuliddress assignment is similarly vulnerable. In principle,
in delivery of data to/from an incorrect node. all such applications should contact the node with which
Following the organization of Section 3, we analyzethey are communicating to determine the length of the
system security by examining the FQDN VIP map- node’s DHCP lease. In practice few, if any, applications
ping, the VIP— IP mapping, and packet encapsulation.currently do this. DHCP appears to be a successful ap-

There are three attacks on the FQBNIP mapping:

?1) negotiation:an adversary can attempt to modify the

isnitial negotiation, (2)consistencyan adversary can at-
mpt to reuse a garbage collected VIP address, and (3)
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plication of the two principles defined above — precisely
defined behavior and conservative default behavior.

VIP consumption. In order for A and B to com-
municate,A must claim an unused VIP addresshH's
FQDN « VIP table. If B’s table is full or if A is re-
stricted in which addresses it can claim and those entries
are full, then it is possible to deny VIP service between
AandB.

Two implementation decisions in our prototype in-
crease its vulnerability to such unresolvable collisions.
First, as noted in Section 4.1.1, our implementation re-
stricts each node to using a few VIP addresses to refer
to itself. Note that future VIP implementations may ad-
dress this issue by dynamically allocating local VIP ad-

dresses as needed. Second, as noted in Section 4.1.2,
our implementation only garbage collects table entries e

at reboot. Its table may therefore be more full than ab-
solutely necessary. Note that more aggressive garbage
collection could be implemented; however as described
earlier in this section, more aggressive garbage collec-
tion would increase the risk of applications using stale
mappings.

VIP is designed to minimize the risk of random fail-
ures due to these collisions, to minimize the impact of
such collisions when they (deliberately or accidently)
occur, and to provide an option to eliminate the risk of
collisions for machines willing to invest in additional in-
frastructure:

causes machines to fall back on communicating
with physical IP addresses. Support for mobility
is lost in this case, but communication is still pos-
sible. In the future, we plan to enhance the proto-
col to deal with unresolvable collisions by falling
back on “1-sided” VIP where one machideuses

its physical IP address as a VIP address. That
physical IP address would be entered into the re-
mote machineB’s FQDN « VIP address table,
but would be marked “temporaryB could move,
changingA's VIPg < IPg mappings, but ifA
moves, the temporary mappirig/ P4 would be
discarded byB. This optimization may be useful
for well-known, widely-accessed services which
are at greater risk of denial-of-service and which
are not likely to move.

Machines may reserve static IP addresses to use
as their VIP addresses to eliminate the risk of col-
lision. As described in Section 3.1, the protocol
uses reverse DNS lookup to ensure that only one
node may claim a given static IP address as its VIP
address. Reserving and configuring static IP ad-
dresses, of course, requires additional installation
effort and expense, so we do not believe it is ap-
propriate for most VIP nodes. But, this configura-
tion seems useful for well-known, widely-accessed
services, which are at greater risk of accidental or
deliberate denial of service and for which this ad-
ditional effort is not likely to be burdensome.

e Random collisions are rare. If a node randomlys > 5> yip o |P mapping

choosesV identifiers from the available?® iden-

tifiers and talks to a machine that has previouslyVIP allows transparent remapping of the IP address to
stored M mappings for other machines, the oddswhich a name (FQDN or VIP address) refers. There are
of all N addresses already being claimed are abouwo types of attack on this mapping: (1) modifying or
(%)N. In the common case of peer-to-peer com-introducing spurious updates and (2) preventing needed
munication between mobile devices with two local updates from occurring.

identifiers and fewer than 1000 stored entries, the VIP is vulnerable to an adversary that can modify

risk of unresolvable collision is less than?® (that

communication with DNS or that can modify or insert

is, less thar2 =3¢ for each of two machines). Com- IP packets during the negotiation phase. Furthermore,
munication with a popular server is more likely to if an adversary can prevent delivery of mapping invali-
encounter a collision. If a machine with two local dation messages, a node may continue to send packets

identifiers tries to contact a server that sto?é$

to a stale IP address. In these cases, after the initial key

entries, there is 216 chance that both of the ma- exchange the use of IPSec prevents an adversary from
chine’s addresses are already in use by the serveeading (or forging) messages to (from) the old address,

to refer to other machines.

limiting damage to denial of service attacks.

e The consequences of collision are limited. In

SMore precisely, this protocol ensures that the DNS domain in

our current prototype, an unresolvable collisionquestion controls re-use of a static IP address used as a VIP address.
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These vulnerabilities are similar those of standard IPraffic supports minimal infrastructure by reducing the
Both systems rely on DNS to provide a correct IP addevel of trust mobile nodes put in the infrastructure in
dress for a name and rely on the initial set of routerswvhich they function.
to transmit traffic without modification. VIP’s mobility
adds fadditional DNS lookups an_d gdditional routers tg, g Topology-aware applications
the mix, but VIP’s use of IPSec limits the damage that
can be caused by these additional dependencies. In general, we believe that applications and protocols
above IP generally treat IP addresses as machine iden-
tifiers (even though they technically “shouldn’t”) and
applications below IP treat IP as identifying a network
Because the address exposed to applications — the V®nnection identifier for routing. VIP splits IP into two
address —is encapsulated in IP packets, IP router ingrek¥yers to separate these roles and thereby support trans-
filtering [7] does not prevent address spoofing: it is easyparent mobility. A few applications and protocols, how-
for a sender to insert any “from” VIP address in anyever, explicitly or implicitly rely on the routing informa-
packet. The system guards against this at two levelgion conveyed by IP addresses. These topology-aware
First, if an incoming packet’s IP address does not matclpplications and protocols must be able to break VIP’s
the stored IP address for the VIP address from which thtransparent VIR- IP remapping.
packet purports to come, the VIP layer drops the packet. For example, an application-level anycast algo-
Second, the IPSec layer discards incoming packets thathm [6] might wish to compare IP addresses to rout-
were not encrypted by the encryption key correspondingng table entries to identify topologically nearby ma-
to the VIP address claimed by the packet. chines. As another example, TCP’s congestion control
algorithm assumes that the path between nodes is static;
if the route changes because a node moves to a new net-
work connection, TCP should adjust its congestion con-
We run VIP over IPSec rather than devising our own autrol state (e.g., by setting the congestion control window
thentication protocols. One might argue that encryptingo 1 and entering slow-start).
all traffic is more expensive than necessary, and we con- To support topology-aware applications, VIP im-
sidered alternatives such as encrypting or authenticatinglementations should provide two new interfaces: a
only VIP-control traffic. But, we chose to encrypt VIP’s p_gethostbyname()  interface that returns the phys-
data traffic as well because (a) the approach is simplégal IP address of a node given that node’s name and a
(b) processors are fast — even most palm-top computallOnChange()  interface to register a callback for
ers can encrypt at rates approaching or exceeding theivhen a VIP address> IP address mapping changes. In
network bandwidths, and (c) the approach can dete@ddition, kernels implementing VIP should modify their
and limit the damage of DNS spoofing (after the initial TCP and other transports to register for and react to such
lookup), stale VIP— IP mappings (see Section 4.2.1 callbacks. Note that our prototype does not yet include
and 4.2.2), and attacks that spoof both the IP and VIRhese interfaces or the congestion control callbacks.
addresses in a packet (see Section 4.2.3). Snoeren et. al [18] argue that the need of congestion

We also believe that strong default security is pru-control algorithms to react to changing routes means
dent for systems striving to provide transparent mobilitythat IP mobility remapping should be done at the trans-
with minimal infrastructure. Mobile devices may face port layer rather than the IP layer. We believe that call-
more risks than fixed devices; for example, they maybacks provide a simpler and more general solution. Both
use radio broadcast to communicate and they may empproaches require modification of all transport proto-
counter routers, DHCP servers, and other infrastructureols’ congestion control code to add logic to handle an
provided by unknown or untrusted parties. Encryptionaddress change. But our approach allows us to instanti-
of all VIP traffic supports transparency by providing ad-ate the name-to-route translation code once—above the
ditional protection for legacy applications and systemlP routing layer—and use it for many different transport
configurations that are “transparently” brought into thislayers. As described in Section 5, below, we have suc-
more hostile environment. And, encryption of all VIP cessfully run a wide range of protocols including TCP,

4.2.3 Encapsulation

4.2.4 |PSec costs and benefits
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Figure 1 : The evaluation testbed.

UDP, ICMP, and RTP above our VIP layer. hosts (two-sided switch). We have also successfully
tested our system usimg-ip.comas the name server by
5 Evaluation assigning our hosts names from the-ip.comdomain

and configuring the hosts to send the dynamic DNS up-

Our prototype uses the Linux 2.2.17 kernel and modidate requests tao-ip.con's DNS server.
fies the IPIP Encapsulation layer to implement VIP. We For measuring switching times, we implement a sim-
use FreeS/WAN 1.8 for IPSec. The modified name daeple application with A continuously sending dummy
mon, VIPD daemon, is currently implemented in Perlmessages to B using either UDP or TCP. We collect the
and runs at user level. communication traces usingpdump For TCP, we plot

Our test bed is shown in Figure 1. Hosts A and B aréhe sequence number of each packet against the time it
933 MHz Pentium IIl machines with 256MB of RAM. was received. For UDP, we plot the number of UDP
Each one of these machines has two 100Mbps Etherngeckets received versus time.
cards, which are connected to different LANs. The RTT In Figure 2, we plot the traces for the one-sided
measured by PING requests has an averagg®b@- switch case for TCP and UDP. For UDP, the observed
tween the hosts when they are communicating on sangwitching time is about 23ms, including the time to
LAN and 45Qus when communicating through inter- send an update to the peerA0ms) and acknowledg-
faces on different LANs. The mobility of the hosts is ment time ¢3ms). For TCP, switching time is about
emulated by deactivating of the interfaces and activat4d00ms. This is longer than UDP because of a TCP re-
ing the other interface through tifeonfigcommand. transmission timeout (200ms) andelayed ackimeout

A third machine of similar hardware configuration is (200ms) [16]. Figure 3 plots the behavior of UDP trans-
used for runninghamed the domain name server, a part mission for the two-sided mobility case. The switching
of bind 9.1.1 fromwww.isc.org . This version sup- time is about 644ms which includes a 500ms timeout by
ports signed dynamic updates [5]. We create a domaithe VIP daemon waiting for the ack of the hint it sends
vipip.net and assign each host a name from this doto the peer’s VIP daemon. After the timeout, the VIP
main. Each host also shares a secret key with the DNgaemon does a DNS lookup and then sends the update
server for dynamic update requests. This node also acként to the other host at the correct physical address.
as a router between the two testbed LANSs. In Figure 4, we look at the dependence of switching

We have succesfully tested our system for numerouime on DNS lookup latency for two-sided switching in
applications running on both hosts that communicate ugioth TCP and UDP modes of communication. The de-
ing various protocols. These include a telnet sessiofays were simulated by inserting an artificisleepinto
over TCP, RealPlayer video streaming over RTP andhe local VIP daemon. As expected, UDP switching
UDP, and ping over ICMP. Communication between apiime increases almost linearly with latency. However,
plication on two hosts continues successfully for bothTCP exhibits a stepwise exponential curve correspond-
the cases of switching interfaces on one host (one-sidgdg to an exponential back off in retransmission.
switch) and simultaneously switching interfaces on both Overall, we find that performance is good. For the
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A key benefit of VIP’s implementation of virtualiza-
tion is that its design emphasizes incremental deploya-
bility. Powerful building blocks for virtualization now
exist so that virtualization can be done almost entirely
by relying on existing infrastructure. As a result, VIP is
simple enough to deploy that, for example, a Linux hob-
byist could easily deploy and benefit from the system.
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