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Abstract

Service differentiation is at the core of designing nextaration Internet. In this paper, we present a buffer
management framework for achieving end-to-end propaatitoss differentiation in networks. There are two
main facets of our buffer management framework. First, dodgples the decisions @fhento drop a packet from
whichpacket to drop. This allows the framework to utilize exigtingle-class buffer management techniques—
such as RED—to determinvghento drop a packet; in fact, when instantiated with RED, thenavork extends
the primary advantages of single-class RED—namely, eatification of congestion and maintenance of average
buffer occupancy at low, configurable levels—to a multisslavorkload. Second, at each router, the framework
governs the selection e@fhichpacket to drop based on the number of packets of a flow trateshioy its source,
rather than the number of packets that arrive at a router.flEimeework achieves this by encoding information
about the losses observed by a flow at a router in packet hedidds allows the framework to provide end-to-end
proportional loss differentiation, unlike most existirchemes that provide loss differentiation only on a per-hop
basis. We evaluate the efficacy of this approach under varnietwork settings. We describe an implementation
of our framework and discuss its complexity.

1 Introduction

The Internet has traditionally supported thest-effortservice model in which the network offers no assurance
about when, or even if, packets will be delivered. With thenomercialization of the Internet and the deployment of
inelastic continuous media applications, however, thééffgrt service model is increasingly becoming inadequat
Hence, development and deployment of network mechanisatsptiovide different levels of service to different
application classes is at the core of designing next-génarlmternet.

Over the past few years, several network architectures@miging service differentiation have been proposed [14,
12]. The Differentiated Services (DiffServ) framework iseosuch architecture [12]. This architecture achieves
scalability by implementing complex classification and ditioning functions only at network boundary routers
(which process lower volumes of traffic and lesser numbefffowfs), and providing service differentiation inside
the network for flow aggregates rather than on a per-flow Hagk To provide service differentiation to traffic
aggregates, the DiffServ architecture defines a small delwdvior (or flow) aggregates (also referred to as Per Hop
Behaviors—PHB). Recently, several PHBs—such as the Etqub#forwarding (EF) and the Assured Forwarding
(AF) PHB—and several end-to-end services—such as thed¥itieased Line service [10, 12], Assured service [5],
and the Olympic service [8]—have been defined.



Consider, now, the Assured service [5] and the Olympic ser{8] definitions. These services are based on
the Assured Forwarding (AF) PHB [8]; further, they requine hetwork to provide differentiation in tHess rates
experienced by packets of flows subscribing to differerglieef service. For instance, the Assured service definition
partitions the packets of flows requesting the Assured eeimio two classes—IN and OUT, and require the network
to ensure that packets belonging to the IN class always exmmer lower loss rate than packets belonging to the
OUT class. The Olympic service, on the other hand, defineetblasses—gold, silver, and bronze. Within each
class, three levels of drop precedence—Ilow, medium, angHhigay be defined such that packets marked with
the low drop precedence experience lower loss rates thae timarked with medium, which in turn experience
lower loss rates than those marked with high. Observe thatdidhese service definitions require the network to
provide only aqualitative differentiation in the loss rates experienced by differdasses of packets. Recently, it
has been argued that service definitions that export rigdmaastics—such as quantitative loss differentiation—may
be more desirable for network subscribers. Unfortunatalyst existing buffer management mechanisms either do
not provide any quantitative loss differentiation or do stymn a per-hop basis. In this paper, we propose a buffer
management framework for providing end-to-end propodidoss differentiation in networks.

There are two main facets of our buffer management framewrkt, it decouples the decisionswhento drop
a packet fromwhich packet to drop. This allows the framework to utilize exigtsingle-class buffer management
techniques—such as Random Early Detection (RED)—to détermhento drop a packet; in fact, when instan-
tiated with RED, the framework extends the primary advaegagf single-class RED—namely, early notification
of congestion and maintenance of average buffer occuparnowaconfigurable levels—to a multi-class workload.
Second, at each router, the framework governs the seleafthich packet to drop based on the number of packets
of a flow transmitted by its source, rather than the numbenokets that arrive at a router. The framework achieves
this by encoding information about the losses observed bgvadk a router in packet headers (see for example,
Dynamic Packet State [16]). This allows the framework tovjate end-to-end proportional loss differentiation, un-
like most existing schemes that provide loss differerdratbnly on a per-hop basis. We evaluate the efficacy of
this approach under various network settings. We descrnbenplementation of our framework in routers based
on the Intel's IXP1200 network processors. Our preliminewgluation indicates that EPLD can be implemented in
high-speed routers without any degradation in router perdmce.

The rest of the paper is organized as follows. In Section 2ommilate the problem of end-to-end proportional
loss differentiation and derive our design principles. PPk described in Section 3 and an approximation is
proposed in Section 4. A comprehensive experimental etiaiuis presented in Section 5. In Section 6 we present
our implementation design of EPLD in the IXP1200 routers disduss the storage and computation overheads. We
discuss related work in Section 7. Section 8 summarizesantributions.

2 Problem Formulation

Consider a network that suppo&traffic classes/s, Jo, . . ., Jn. Leta; # 0 be theloss differentiation parameter
associated with clas$;. Let a(f) denote a function such that(f) = «; iff f belongs to clasg;. Consider two
flows, f; and fy that share a network patR of one or more hops. Léf be a time-interval of observation during
which both the flows aractive(i.e., both flows are transmitting packets). LgtP,7T") andi;(P,T), respectively,
denote the percentage of packets lost on gathuring time-intervall’, by flows f; and fi. Then, we say that the
network providegnd-to-end proportional loss differentiatipif for all j, &, P, andT"

L(PT) _ alf;) )

wW(P,T)  alfi)

To motivate the design of a buffer management mechanisncérmatchieve such end-to-end proportional loss
differentiation, consider, first, the design of Random ¥&rétection (RED)—the most popular buffer management
scheme for today’s networks (that support a single classrmfce). Routers that implement RED manage the avail-
able buffer space in the router as follows. The router maiata running estimate of the average buffer occupancy.
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Figure 1: Proportional Loss Differentiation in WRED

Each incoming packet is dropped with a probability that@ases linearly from 0 tp,,., as the buffer occupancy
increases from a minimum threshold (MinThresh) to a maxintu@shold (MaxThresh). If the average buffer occu-
pancy exceeds MaxThresh, then all incoming packets argpddopnconditionally. If, on the other hand, the average
buffer occupancy is below MinThresh, none of the incomingikess are dropped. The relationship between the drop
probability that a packet may observe and the average bugfaipancy is described inRED curve

There are two primary benefits of RED (over a simple tail-dooffer management policy). First, by selecting
appropriately the parameter values, RED facilitates eahgestion notification to the applications. Second, RED
enables a router to maintain its average buffer occupanioyatonfigurable levels.

Recently, extensions of RED—referred to as multi-class REW/eighted RED (WRED) [13]—have been pro-
posed to extend the benefits of RED to network environmemtisstippport multiple classes of service. These ex-
tensions use different RED curves for dropping packetsrgity to different service classes [13]. Figure 1 depicts
one such setting with three service classes—qgold, silverbaonze. In this configuration, when the average buffer
occupancy is in the range [MinThresh, MaxThresh], the poaitti@s for dropping packets of the gold, silver, and
the bronze class are in the rafiy /7 : piiie, : Phronze- HeNCe, by selecting the valuespdty7, pie, andpyioh .
based on the desired loss ratios, the above configuratioaataeve proportional loss differentiation in each router.

Unfortunately, such extensions of RED have the following timitations.

1. Inconsistent congestion notificatiotdeally, loss differentiation should be provided by det&ring the class
from which a packet should be dropped, in the event that &raateds to drop a packet. In the above scheme,
however, loss differentiation is achieved by determinitgenan incoming packet is dropped; the selection of
the packet to be dropped is implicit. This approach has twiesinable effects.

e Consider two router®; and R, with the WRED buffer management scheme (as depicted in Eigjur
Let R; andR; receive packets at the same rate. Now, if all of the traffie@my R; and R, respectively,
belongs to the bronze and the gold class, then raRtewill drop a much larger number of packets as
compared to routeRs (even though both routers are receiving packets at the satmeand hence are
experiencing the same level of congestion). Since packse®indicate congestion to applications, the
WRED configuration described in Figure 1 delivers incomsistongestion notifications to the applica-
tions.

e With the WRED configuration described in Figure 1, the averhgffer occupancy in routers is not
just a function of the RED parameters, but also the traffic pasition. For instance, in the above



example, since routeRs drops a much smaller number of gold packets, it experiengaach higher
level of average buffer occupancy (as compared to rofterwhich, by virtue of dropping a larger
number of bronze packets, maintains the average buffepacay at lower levels). Hence, WRED does
not preserve a key property of RED—by selecting appropyidtee RED parameters, average buffer
occupancy can beonfiguredto remain below certain levels [7].

These observations lead us to our first design principle.

Principle 1 Buffer management schemes should decouple the decisiamgenfto drop a packet from which
packet to dropg.

2. Lack of proportional differentiation in multi-hop netwarkA network of WRED routers does not provide the
desired loss differentiation in a multi-hop network. To destrate this, consider two flows and f; that
share a network patl consisting of two routers. During an observation intervialeogth T', let flows f;
and f;, be active simultaneously. Further, let the loss rates @épexd by packets of the flows at each router
be proportional to the loss differentiation parametershef ¢lasses the flows belong to. Thus, for sdte
(which depends on the level of congestion at roetepackets of flowf; experience a loss rate—with respect
to the incoming traffic at that router—of( f;)k; at theit” router on the path. Then, the ratio of packet losses
incurred by the two flows in a two-hop network is given by:
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This illustrates that proportional loss rates at individueauters fails to translate to the same ratio for end-to-
end loss rates. Observe that the end-to-end loss ratio isctida of thesumand product of the loss rates
observed at individual routers (Equation (2)). While ghenof loss rates over all routers on a shared path is
in the desired ratio, thproductis not.

Figure 2 depicts the expected deviation from the per-hop lasos with increase in the number of hops in
a shared path. Each line in Figure 2 represents a level ofestiog in the routers (which in turn translates
to a certain percentage of packets dropped at the routarf)gef, the graph considers a setting with multiple
routers along the path experience the same level of conge$tigure 2 shows that if the level of congestion,
indicated by the packet loss rate, is high, then the endwblass differentiation deviates significantly from
the desired ratio even when flows share path with a small nuofdgops. On the other hand, for networks
with small packet loss rates, the deviation is significarly éinflows share a path with a large number of
congested routers. Thus, the deviation from the desired oftproportional loss differentiation becomes
significant when (1) flows encounter multiple congesteddiok their path, and (2) the loss rates experienced
at the congested links are high.

A recent study reported in [4] measures loss rates of ar@Qfidon sample paths through the Internet. Thus
the Internet today satisfies condition (2), but it is not knowhether these losses occur at a single link or

1The need for decoupling the decisionwafiento drop a packet andrhich packet to drop was also identified in [6]. In [6], the authors
motivate the need for decoupling by arguing that with WRHi®, tatio of losses for observed by two different classesmtépen the traffic
composition. However, the WRED configuration shown in Feglidoes not have this limitation. Even for this configuratiea have argued
that decoupling is necessary for a completely differenbetasons.



