
On Applying Mobile Agents to Network ManagementHuaiyu Liu1, Marian Nodine21 Department of Computer Sienes,University of Texas at Austin,Austin, TX 78712, USA.Email: huaiyu�s.utexas.edu2 Telordia Tehnologies,106 E. 6thSt., Austin TX 78701Email: nodine�researh.telordia.omAbstrat. The insalability and inexibility problems su�ered by the traditionalNetwork Management System(NMS) have been addressed in many researh projets.Mobile agent tehnology is a promising approah to the design of a distributed NMS.In this report, we �rst investigated the bene�ts of applying mobile agents to networkmanagement. After evaluating several popular mobile agent platforms, we seletedthe JADE system and upon it, designed a general arhiteture of a NMS based onmobile agents.1 IntrodutionNetwork Management is a ritial issue in today's rapidly hanging environment. Currently,NMSs are based on entralized lient/server frameworks. Management agents1, the serversin the framework that provide a �xed set of operations, are installed in the managed devies.A management enter, the lient in the framework, routinely polls the managed devies tomonitor and ontrol the network.However, the exponential growth of the Internet is overwhelming management enters.For example, due to the fat that one annot predit the future operational onditions andsituations, it is better o� to let management enters to deide the management operations.Therefore, the management agent on eah managed devie, an integral and permanent partof the managed devie's software, is typially kept small, with minimal funtionality, andimplementing a few mehanisms. Poliies of monitoring and ontrolling networks are leftto management enters. This arries the potential of reating too muh network traÆbetween the management enter and managed devies as well as plaing large proessingload on the management enters. Moreover, a management agent often does not providea single operation that mathes a task of a management enter exatly. The managemententer must invoke a sequene of server operations on eah of the managed nodes, whihbrings intermediate data or irrelevant data aross the network on eah operation. As wean see, suh a framework moves inherently distributed operations to a entralized site, andthus su�ers problems suh as insalability and inexibility.The ever inreasing heterogeneous network is also a great hallenge to today's networkmanagers. It requires that a network manager have greater knowledge and inreased training.Also, the network management tools are beoming more diverse. Besides the NMSs suh asHP OpenView, whih is mainly based on SNMP, there are many other stand alone tools.Examples of suh tools are Traeroute, whih an trae the route from a node to another1 In the SNMP protool, there are proesses running on network devies and performing thenetwork management funtions requested by a management enter. These proesses are alledmanagement agents. However, they are di�erent from the agent onept we disuss in this report.In order to distinguish them, we use management agents to refer to the agents de�ned in SNMP.Agents or mobile agents, disussed in this report, refer to the agent onept ommonly aeptedby the agent ommunity: an autonomous entity that is able to learn, ooperate and move.



node; netimer [12℄, whih estimates bottlenek bandwidth of a path; and Treno[11℄, whihmeasures the single stream bulk transfer apaity over an Internet path, et. To manage anetwork suessfully, a manager needs to have the expertise to know whih tools to use andwhih data to analyze under di�erent irumstanes.Reently, mobile agents have been proposed [8℄ as one approah to realize a distributedNMS. Instead of a entralized and usually very large appliation that enodes the ompleteintelligene of the system, a number of relatively small systems, mobile agents, ooperateto do the job of network management. A mobile agent is a omputational entity that isautonomous and an move between loations in a heterogeneous network. Mobile agentsmay exhange their viewpoints and provide strategies. When neessary, they an migrate toremote mahines to do some loal operations or dispath other agents to perform sub-tasks.Mobile agents also introdue a new software and ommuniation arhiteture, whih is moreeÆient than the lient/server model and allow rapid development of distributed networkmanagement appliations.Currently there are many mobile agent platforms available that provide migration meh-anisms to enable agents to move from one node to another. There are also many networkmanagement, monitoring and diagnosis tools, as mentioned above, eah of whih performs aertain kind of task. A network manager needs to exute some ombination of these tasks toloate, diagnose and solve network problems. Therefore, it is highly desirable to integrate themobile agent platform with management tools into a system that does not su�er the problemof insalability and releases a network manager from routine but ompliated managementtasks. In suh a system, some agents enapsulate existing tools that perform monitoringor diagnosis funtions. When neessary, they will migrate to other loations to stay loseto some other agents or appliations with whih they are interating. Agents need to havesome intelligene so that they an ollaborate together to provide a solution, simulating theproess a manager ombining tools together to �nd solutions. Therefore, we are aiming atdesigning a NMS based on mobile agents, whih integrate the mobile agent platforms withthe existing management tools, and adding some intelligene to the agents so that they anooperate together to either �nd out what auses the problem in the network, or provide asolution.This report, is a summary of our work at the �rst stage, in whih we researhed onwhether mobile agents is a feasible solution to network management, evaluated existingmobile agent platforms and �nally, and designed a general system arhiteture.The rest of this report is organized as follows. In Setion 2, we disuss the bene�tsof using mobile agents. In Setion 3, we review related works on di�erent approahes ofnetwork management systems. In Setion 4, we evaluate several mobile agent platforms andhoose one that is lose to our purpose. We present a general arhiteture of a NMS basedon mobile agents in Setion 5 and onlude in Setion 6. In this report, we are targeting atintra-domain network management.2 MotivationIn general, there are several advantages of using mobile agents [6℄. To disuss the bene�tsof applying mobile agents to network management, we �rst present two examples.2.1 Motivating ExamplesExample 1: Unreliable links In some ases, a subnet is onneted to a network via asatellite or a mirowave link. To manage the devies in this subnet, a network managerneeds to onnet to them through the satellite link and do some operations. If the linkbeomes disonneted during the operation, then the operation likely will fail and have tobe restarted when the onnetion is available again. Even if the onnetion is up during theoperations, the management data transmitted through the link may ause link ongestion,2



sine a satellite link is usually of low bandwidth. The same thing ould happen if a manageruses a mobile omputer to perform some management tasks.Example 2: Monitoring an ISP system The seond example is about a managementsystem that monitors an ISP network, as illustrated in Figure 1 [1℄. There are two keyomponents of an ISP system that supports modem-based dial-in aess to the residentialsubsribers: the Points of Presene (POPs) and a server farm.
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POP POP POP POPFig. 1. An ISP monitoring system{ Points of Presene: A site established by an ISP to house equipment through whihsubsribers are onneted to the Internet. It is omposed of modems and terminal servers.{ ISP Server Farm: A loation that houses servers that support appliations suh as Web,Email, and News that subsribers aess. Infrastruture servies suh as domain nameservie (DNS), user authentiation servie, et., are also loated here.Typially, the POPs are geographially distributed. To monitor POP equipments, themanagement enter, whih is loated at the server farm, polls eah POP site periodially.This will not only generate a great amount of traÆ to the management enter, but alsosu�er great latenies { polling hundreds of sites whih may be hundreds of miles away annot be �nished very quikly. Also, suppose a link between the server farm and one of thePOP site is down, or is highly ongested, then querying information of that POP site mayfail. Status of that POP site while the link is down will be unavailable. More importantly,problems at the POPs an not be addressed in a timely manner, even when the nature ofthe problem at the POPs is evident.Another kind of measurements performed by the ISP monitoring system are serviequality measurements. In order to keep trak of the subsriber-pereived performane, somemonitoring agents2 are used to make ative measurements to assess the availability of ser-vies, suh as the Web servies. However, those agents are plaed inside the ISP serverfarm, lose to the servers. As a result, they an not provide an aurate view of subsriber-pereived performane sine the impat of networks interonneting the ISP's POP sites tothe server farm is not reeted in the measurement.2 They are similar to the onept of agents de�ned in SNMP.3



2.2 Reasons for mobile agentsMobile agents an help to solve the problems mentioned in the above setion.3Disonneted operation By disonneted operation, we mean an operation that need tobe arried out even if the onnetion is down. Sine in a wireless network, links are oftenof low-bandwidth or high-lateny, it is ommon for a mobile omputer to disonnet fromthe network and reonnet some time later. Even in a wired network, onnetions may godown if some links in between are highly ongested. In suh irumstanes, mobile agentsare even more advantageous.Let us onsider example 1 again. To manage devies via an unstable link, for example,the satellite link, a mobile agent, whih enapsulates the task, an be dispathed and sentto the subnet in the other side of the link. Then, the agent an perform tasks loally even ifthe onnetion is down. One the link is up again, the agent an report bak from the subsetwhat it found and what it did. Also in the same ase, the simple ability of agents to migrateand operate at the other side of the link helps avoid extensive use of a low-bandwidth linkand redue lateny.Dynami deployment As disussed above, a management agent in a managed node nor-mally only provides a �xed set of operations. If the management agent does not provide asingle operation that mathes a requirement from its management enter, either the man-agement enter must invoke a sequene of operations, or the management agent needs to beupgraded. The �rst option brings intermediate data aross the network on every operation,potentially wasting network bandwidth. The seond option is impratial in most ases,sine the network management demands may hange over time and one an not alwaystry to math the demands by programming and updating the management agents on eahmanaged node.Mobile agents an help in suh ases { a new operation or an updated program an beimplemented as a mobile agent and the mobile agent, in turn, is sent from the managemententer to the managed nodes. The agent an then exeute loally on the managed nodesand return the result to the management enter. Suh uses of mobile agents are examplesof dynami deployment, where an appliation dynamially installs software on some remotehost. Besides mobile agents, there are some other approahes to dynami deployment. Thedrawbak of those approahes is that it is often diÆult for a dynamially-deployed ompo-nent to deploy subomponents, or for the omponent to re-deploy itself. Mobile agents, onthe other hand, an handle both situations easily.Consider the ISP example desribed above, to get a measurement that is lose to thesubsriber-pereived performane, the measurement needs to be made at eah POP. How-ever, onsidering an ISP may have hundreds of POPs, installing and updating the measure-ment tool at eah POP would be a big burden to a network manager. With the help ofmobile agents, installing a new tool an be arried out by sending out a mobile agent, whihenapsulates the new tool. Similarly, the updating of tools an be aomplished by stoppingold agents and dispathing new agents.Conservation of bandwidth One of the problem of the traditional lient/server networkmanagement model is it often reates muh more network traÆ than neessary. To illustratethis, we make the following omparison.Suppose there are several network servers, suh as web servers, that are loated in thesame subnet. A mangement enter is loated at another subnet, whih is a few hops away3 In this report, we assume that mobile agents work at the appliation layer, sine they will bedispathed and managed by network management enters, whih run at the appliation layer.Another reason for the assumption is that the urrent avaliable mobile agent platforms are alsoimplemented at the appliation layer. 4
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A: Request for data   B: Intermediate data   C: Mobile agent   D: Final resultsFig. 2. A omparison of two kinds of NMS.from those servers. The management enter wants to get some statistial data from log�les kept at eah server. It is undesirable to implement statisti omputations on eahserver, sine omputations required by the management enter are unpreditable and may bedi�erent eah time. Therefore, the management enter has to go to eah network server, feththe log �les, whih are ommonly in the size of hundreds of kilobytes or several megabytes,to perform its desired omputation. The management enter may be only interested in asmall amount of data inside the log �les, but nevertheless, the whole �les have to travelseveral hops from the managed nodes(the servers) to the management enter. This wasteslarge amount of network bandwidth.Mobile agents, on the other hand, do not waste bandwidth unneessarily. They anmigrate from the management enter to the managed nodes, perform operations on themanaged nodes loally and only send the �nal results, whih is most likely a few perent ofa log �le, bak to the management enter, as depited in Figure 2(b). Typially, a mobileagent is in the size of a few kilobytes. Therefore, by sending small piee of ode to a bighunk of data instead of the opposite way, network bandwidth an be saved signi�antly.From the above example, we an see that mobile agents not only help with onservingbandwidth, but also an tailor the returned information to meet the urrent interest of themanagement enter.3 Related Work3.1 Smart PaketsAtive network [5℄ is a framework within whih users injet programs ontained in messagesinto a network. The programs will be exeuted at eah router or swith they traverse. Thegoal of ative network is to inrease the programmability of omputer networks and networkomponents. Smart Pakets [4℄, an ative network projet in BNN, puts ative networktehnology into the network management to make managed nodes programmable. A smartpaket onsists of a Smart Paket header followed by payload. Based on an IP option in thepaket header, the Router Alert option, a router an determine whether a paket is a SmartPaket. If it is, the router will proess the datagram ontent of that paket and exeute theprogram inside the paket.Smart Pakets share some ideas with building a NMS based on mobile agents. They areboth aimed at breaking the traditional lient/server network management model, distribut-ing management tasks, reduing traÆ, and shortening the ontrol loop. However, they areimplemented at di�erent layers. Unlike a mobile agent that runs at the appliation layer,Smart Pakets work at the network layer and thus an take advantages of network servies.No speial migration mehanism is needed in an ative network { pakets are forwarded byrouters. Smart pakets are exeuted by intermediate routers along a path and therefore, anreport useful information of eah router in that path without extra mehanisms. Workingat the network layer also makes a smart paket be able to aess MIB information moreeÆiently.However, Smart Pakets have disadvantages in real appliations. First, suessful fun-tioning of Ative Networks requires support from routers. A router needs to be able totell whether a paket is an ative paket and also needs to install exeution environments5



for ative pakets. Even without onsidering seurity issues, upgrading a router to supportative networks is muh more diÆult than upgrading a host to support mobile agents.Seondly, as disussed above, smart pakets work with routers and swithes. However,managing a network not only means the management of routers or swithes, but also themanagement of network servers, suh as a web server, and ommon hosts. The ability ofmanaging the latter is something missing in Smart Pakets, sine they are implemented inthe network layer.A third onern is, there is a major design deision in Smart Pakets that a programsent in a paket must be ompletely self-ontained, whih means that the pakets annotbe fragmented. This frees routers from the need to keep persistent state for ative pakets.However, as a result, it onstrains the program to be expressed under 1 Kbyte in length.This is a strong requirement. Although BNN develops speial programming languages thatan enode a program in a muh shorter length, it is unlikely that 1 Kbyte is enough forexpressing all useful management programs. If we onsider the ase that a paket not onlyneed to arry a program, but also some data resulting from the proessing of the programon routers, or a erti�ate for authentiation purpose, the spae left for a program is evenmore limited.3.2 Management systems based on stati agents[1℄ desribes an ISP performane and servie management system. In this system, thereis a diagnosti measurement server(DMS) serving as a host for monitoring agents thatmake measurement of servie qualities at eah POP. There are also some monitoring agentsoperating on the ISP servers to trak resoure and servie usage. Suh a system distributesmanagement tasks aross the agents. However, all the DMS and the agents reside inside theISP's server farm, and monitor devies in the server farm as well as in eah POP, so this isstill a entralized management model. Sine the agents are statially installed, they lak theexibilities disussed in setion 2. Moreover, even though alled as agents, the agents in [1℄are di�erent from the agents disussed in this report.3.3 Other related worksThere are several researh projets that develope mobile agent frameworks for distributednetwork management [2℄ [3℄. These works fous more on building platforms, while we areinterested in integrating an existing platform with some tools to build a NMS based onmobile agents. In [9℄, agents are used to develop a system for QoS management, whih isanother appliation of agent tehnology for network management.4 Evaluations of Mobile Agent PlatformsBefore omparing the existing agent platforms, we will �rst look at what NMS requiresfrom a mobile agent platform. First of all, seurity is a big onern in network managementsystems, sine these systems an provide a view into the entire orporate network.Seond, the platform should provide a dispathing mehanism so that whenever ne-essary, an agent an dispath some other agents to perform sub-tasks. For example, if anetwork manager �nds that a web-server is not reahable from his mahine, then he mayinitiate an agent, tell the agent about the unreahbility and ask it to �nd out what ould bewrong between his mahine and the web-server. The unreahability an be aused by manyreasons: one of the links in between may be down; some router/swith along the path maybe highly ongested; the HTTP soket of the web server may be unreahable; or there maybe a problem with the server software. The agent, initiated by the manager, an dispathseveral mobile agents, eah ating as a di�erent diagnosis tool: a Traeroute agent to �ndout the nodes in between the two mahines; a PING agent to test the livability of eah node6



in between; a SNMP agent to get network statistis using the SNMP protool; and a lientagent to test the performane of the web-server, et.A third requirement is support of standard ontology, agent languages and various kindsof message passing mehanisms. These are the standards for a network manager to expressmanagement tasks, or for agent ommuniations.4.1 Standards: FIPA and MASIFMany mobile agent platforms have been developed in reent years. All these systems have thesame general arhiteture, as shown in Figure 3: a server on eah mahine aepts inomingagents, starts an appropriate exeution environment, loads the agent's state information intothe environment and resumes agent exeution. Nevertheless, they take di�erent approahesregarding implementation languages, ommuniation protools and platform funtionalities.In order to ahieve inter-operability between platforms, two standards of agent tehnologyhave been established. One is the Foundations for Intelligent Physial Agents(FIPA) [13℄developed by the FIPA organization, the other is the Mobile Agent System Inter-operabilityFaility (MASIF) [14℄, developed by the Objet Management Group(OMG).
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Fig. 3. An general arhiteture of agent platformsFIPA and MASIF are di�erent in many aspets [7℄. In general, the di�erenes an beharaterized by the extent to whih they fous on agent mobility and the semanti rihnessof their ommuniation protools. The fous of MASIF is mainly on the inter-operabilityof agent systems to support the mobility of agents. It has no spei�ations for agent om-muniations. Instead, it relies on the CORBA objet ommuniation mehanism to provideommuniation servies, whih are in the form of remote proedure alls.On the ontrary, FIPA works on enabling agent inter-operability via standardized agentommuniation and ontent languages. Besides the generi ommuniation framework, FIPAalso spei�es ontology and interation protools to support agent interation in spei� ap-pliation areas. It supports not only syntax-based inter-operability but also semantis-basedinter-operability. Agents in FIPA usually has a speeh at alike ommuniation language anda prediate logi based language. These features of FIPA will be very useful for omplexand dynami o-operation problems, for example, network management. Although fousingon agent intelligene, most FIPA platforms also support agent mobility.Our understanding is that MASIF is more like a mobile objet-oriented standard, whileFIFA is more agent-oriented. Therefore, we onluded that a FIPA platform better �ts ourapproahes to deploying mobile agents in network management.7



4.2 Comparison of the urrent mobile agent platformsA omparison of some mobile agent systems an be found in [6℄. However, only a few ofthe systems disussed in [6℄ are FIPA- or MASIF-ompliant. Sine the general aeptaneof mobile agents for network management will depend heavily on standards, we will notonsider the platforms that are not standards ompliant.Among the standard ompliant platforms, we hose three of them that are under strongtehnial support, Java Agent DEvelopment Framework(JADE) [15℄, Grasshopper [16℄ andAglets [14℄. Aglets is a MASIF ompliant platform. JADE is a FIPA platform, and Grasshop-per supports both MASIF and FIPA. All the three systems are Java-based systems. We haveinstalled and tried with all the three platforms.JADE. JADE is a FIPA-ompliant platform. It is strongly supported by the JADE groupat CSELT, whih work with FIFA losely.JADE is used as the basis for the LEAP kernel. LEAP is an on-going projet, whihwill develop an agent platform that is light-weight and exeutable on small devies suh asPDAs and phones. Therefore, if an appliation is built upon JADE, it is likely that later onthe appliation an be ported easily to LEAP and running on small devies. Among FIPAplatforms, urrently only JADE has a miro edition that is extended to small devies.JADE supports omplex agent behaviors. It is very likely that in some ases, an agentmust be able to arry out several onurrent tasks in response to di�erent external events.In JADE, tasks of an agent are implemented as di�erent kind of behaviors, suh as Simple-Behaviour, CyliBehaviour and ParallelBehaviour. The platform also provides a shedulerthat arries out sheduling poliy among all behaviors available in the ready queue. Thisfeature of JADE makes it easier to design an agent and its tasks, and make the managementof agents more eÆient.One drawbak of JADE is that its urrent released version does not have seurity support,whih would be unaeptable to network management. However, the soure is open, so weould enhane seurity as needed. Furthermore, as the FIPA seurity sepi�ations envolve,JADE will inoporate them.Grasshopper. Grasshopper is a mobile agent platform that is built on top of a distributedproessing environment. It is ompliant to MASIF. It also supports FIPA by providing aFIPA extension as an \add-on" pakage.One of the advantages of Grasshopper is that it has a good seurity support built in,whih supports two kinds of seurity mehanisms:{ External seurity protets remote interations. For this purpose, X.509 erti�ates andthe Seure Soket Layer (SSL) protool are used.{ Internal seurity protets interfaes of agenies4 and agents as well as ertain agenyresoures (suh as the loal �le system) from unauthorized aess. This aess ontrolis ahieved by authentiating and authorizing the owner of the aessing agent.As a MASIF-ompliant platform, Grasshopper relies on CORBA to provide some ser-vies, suh as naming servies and ommuniation servies.The FIPA extension of Grasshopper is based on FIPA97. However, FIPA97 is already on-sidered obsolete and replaed by FIPA2000. FIPA2000 has more spei�ations than FIPA97,suh as the FIPA interation protools.As a result, Grasshopper does not have agent intera-tion supports. In Grasshopper, Communiations between agents are based on synhronousor asynhronous ommuniation servies, whih are still like remote proedure alls.Another onern about Grasshopper is that no open soure ode is available exept theFIPA extension pakage, whih will make it diÆult to tailor the platform to meet ourrequirements.4 In Grasshopper, an ageny is the atual runtime environment for mobile and stationary agents.The similar onepts in JADE and Aglets are alled Agent Container and Aglets server.8



As a result, we eliminated Grasshopper from onsideration.IBM's Aglets. IBM's Aglets is a popular agent platforms. It has a good reputation ofbeing easy to install and use. Besides, it also has seurity support integrated. Beause ofthese reasons, we also investigated Aglets even though it is a MASIF-ompliant platform.In the Aglets system, implementing a mobile agent is lear and simple. When an agentwants to migrate, it alls the dispath method. The Aglets system alls the agent's onDis-pathing method, whih performs appliation-spei� leanup, kills the agent's threads, seri-alizes the agent's ode and objet state, and sends the ode and objet state to a new host.On the new host, the system alls the agent's onArrival method, and then alls the agent'srun method to restart agent exeution.Aglets system also has a ertain level of seurity support. It supports intra-domainauthentiation, agents authorizations and integrity-heked ommuniations.{ Intra-domain authentiationAglets servers in the same domain share the same seret. Based on the seret, a serveran authentiate an agent that originates from the same domain.{ AuthorizationAfter being authentiated, an agent will then be granted some aess permissions basedon its identity, suh as permissions to aess a �le or a soket, send a message or to beloaded dynamially.{ Integrity-heked ommuniationsThe ommuniation between two Aglets servers or two agents are also proteted byintegrity-heking: a Message Integrity Code (MIC), omputed by the value of the mes-sage ontent and the shared seretes are sent along with the ontent and veri�ed by thereeiver.However, after areful investigation, we do not think Aglets is a satisfying platformdespite the above features. Sine Aglets is a MASIF platform, it emphasizes supportingmobility of agents as opposed to agent intelligene. The message exhanged between agentsare quite simple: a message is omposed of two parts, one is a string that identifying thetype of the message and the other is the value of some argument. It it left to the agentprogrammers to de�ne the syntax or semantis of messages. Another onern is that themehanism supporting agent tasks in Aglets is relatively too simple. Aglets system onlyprovides a run method to implement tasks of an agent. Sheduling and management ofagent tasks are left to programmers. JADE, on the other hand, supports di�erent agentbehaviors(tasks), either sequential or parallel, and provides a sheduler to shedule theready behaviors.A summary of the apabilities of these platforms is shown in Table 1.Finally, we hose JADE as our platform for the following reasons:{ It is a FIPA2000 ompliant platform. Although it does not support all FIPA2000 inter-ation protools at present, based on our interation with JADE programmers, who arevery aessible, we expet the situation an be improved in the near future, sine JADEgroups is working with FIPA organization losely. Besides, JADE also has a relatedmiro edition exeutable on small devies, LEAP.{ Compared with the other two platforms, JADE is better at supporting appliation-de�ned ontent languages and ontologies, whih is important to network managementappliations.{ It supports omplex agent behaviors.4.3 Platform EnhanementsAlthough JADE is more lose to our requirement, it is still not an ideal platform. For in-stane, the urrent released version, JADE2.2, does not have seurity support built in. We9



JADE Grasshopper AgletsStandard FIPA2000 Supports MASIF and MASIFFIPA97Implementation Java Java JavaLanguageSoure ode Open soure ode No open soure ode is Open soure odeavailable exeptthe FIPA pakage.Seurity No seurity support in the External seurity support: Intra-domain authentiation,support urrent released version. X.509 erti�ates, authorization and integrity-However, an experimental version RMI and plain soket heked ommuniations,has been developed to enhane over SSL. implemented by using Javaseurity in JADE. Internal seurity support: seurity APIs.Aess ontrolMobility Weak mobility5 Weak mobility Weak mobilityCommuniation Within the same Agent Container: CORBA IIOP, Java Self-de�ned Agent Transportmehanisms event signaling; RMI or soket Protool and Java RMI.Within the same JADE platform onnetions. Whih onebut between di�erent Agent to use is dynamiallyContainers: Java RMI; determined by theBetween di�erent platforms: platform.either CORBA-IIOP or HTTP.Message FIPA interation protools, Synhronous Synhronouspassing suh as FIPA-Query, and asynhronous. and asynhronous.mehanisms FIPA-Contrat-Net andFIPA-Request.Agent (1) Request the platform to Request the platform Request the platformdispathing reate an agent; system to reate an to reate an agent.mehanisms (2) Use an Agent.doStart() all agent.Ontologyand agent Yes. Yes. No.languagesupport Table 1. Comparison of JADE, Grasshopper and Agletsexpet that a new version of JADE will integrate seurity support6. Nevertheless, we needto implement some seurity mehanism ourself to meet the speial seurity requirementsof network management. Another enhanement needed is to implement more FIPA intera-tion protools. Protools suh as FIPA-request-when, FIPA-Brokering, FIPA-Reruiting andFIPA-subsribe protools are useful to network management, but have no implementationsin JADE2.2.Enhanements of the platform are part of our future work.5 Our approah5.1 An arhitetureIn this setion, we introdue an arhiteture of a NMS based on mobile agents. Beforedisussing about the arhiteture, we introdue the following onepts:{ Role: A management task is de�ned as a set of roles. A role an be exeuted by oneinstane, or several instanes of an agent7.{ Mathmaker [10℄: Responsible for mathing roles to agents by spei� riteria. A math-maker is di�erent from a DF de�ned in FIPA. It mathes an abstrat role desriptionto some agent instanes, instead of being given an AID (ID of an agent, inluding itsname and address) and searhing for the orresponding agent.{ Agent fatory: A repository of odes of agents.5 There are two kinds of migration [6℄: (1) Weak mobility, where the system only aptures anagent's objet state and ode before agent migration. (2) Strong mobility, where the systemaptures an agent's objet state, ode and ontrol state before migration, allowing an agent toontinue exeution from the exat point at whih it left o�.6 By private onversations, we were told that the JADE group has already developed an experi-mental multiuser version, in whih a seurity model is de�ned.7 In this report, an agent instane means a urrently running instane of an agent.10



Agent code deposit

0

Task
Manager

descriptions
Lists of agent

       Role
Dispatcher

2 3

4

Match
Maker

Pool
Agent

Running agent instances in the network

1

Agent Factory

4

5

6

7

8
9

Fig. 4. An arhiteture of network management based on mobile agents{ Role dispather: Resposible for deiding how many agent instanes are needed to exeutea role and dispathing those agent instanes. A role dispather is orresponding to onerole.The arhiteture is shown in Figure 4.1. A network manager submits his management request to the system. The request, in-luding some neessary input arguments, is expressed aording to some ontology.2. A task manager, reeives the request and initiates a management task. The task maybe deomposed to a set of nested roles. Then, the task manager invokes several roledispathers, eah representing one role.3. A role dispather deides the number of agent instanes needed. It then ontats themathmaker, sends it the desription of the role it represents and the number of agentinstanes it requires, and ask the mathmaker to math the role to agent instanes.4. The mathmaker does the mathing based on the agent pool, in whih registrations ofagent instanes are stored.� If a role is mathed suessfully, the mathmaker will return a list, whih ontainsdesriptions of agent instanes to the role dispather. The name and loations of anagent instane and the protool, ontology and languages it uses are ontained in thelist.� If no agent instane an be mathed to the role, then the mathmaker ontats theagent fatory to reate instanes the appropriate agent. The agent fatory returnsa desription of that agent.5. If the role is mathed suessfully to some agent instanes, the role dispather willnegotiate with those agent instanes, requesting them to perform ations. An agentinstane may or may not aept an assigned ation, based on some onditions.6. The role dispather repeated step 4 and 5 until it has a omplete set of agent instanes.7. Later on, agent instanes who have aepted the assigned jobs return results, inludingpossible failures, to the orresponding role dispather. The role dispather then olletsall the results and return them to the task manager.8. After proessing the results returned from the all the role dispathers, the task managerpresent the results to the network manager.The dash arrow in Figure 4 means that some of the new reated agent instanes willregister themselves with the mathmaker. During the registration, an agent needs to send11



the mathmaker its name and urrent loation, the servie it provides, and the protool,ontology and language it uses. Not all the new reated agent instanes will register withthe mathmaker. For instane, there is no need for a PING agent instane, whih sends outtesting pakets to a node to test the reahability of that node, to keep running in the systemand waiting for requests. Suh an instane an be initiated whenever needed.The step 0 in Figure 4 indiates the proess of depositing agent ode into the agentfatory. In setion 3.3, we have disussed about the existing management tools. In order tointegrate them with our agent base NMS, we need �rst to onvert these tools into agents.After being developed, the agents(ode) need to be deposited in the agent fatory. At thesame time, the name, servie, protool, ontology and languages of an agent need to beregistered with the agent fatory.This arhiteture is designed upon the JADE platform. Therefore, reation, deletion andmigration of an agent are supported by the underlying Agent Management System(AMS).In the arhiteture, the task manager, mathmaker and role dispathers an be implementedas agents. Therefore, requests and responses between them an be implemented by usingthe FIPA interation protools.{ The task manager an use FIPA-Request or FIPA-subsribe protools ommuniate withrole dispathers.{ Role dispathers an use FIPA-Query protool to interat with mathmaker.{ Role dispathers an use FIPA-Request or FIPA-subsribe protools request agent in-stanes to exeute ations and inform it the results.5.2 Future workSine our work is still in the beginning stage, the system arhiteture shown in Figure 4 isstill in the proess of evolution. We are seeking good solutions for several problems, whihinludes:{ How to ategorize agents into two groups so that instanes of one group of agents, whenbeing reated, will register with the mathmaker but instanes of the other group ofagents will not? By registering with the mathmaker, an agent instane an advertiseits servies to other agent instanes. Then, next time when an instane of the same agentis needed, there is no need to reate a new one, but to \reuse" the existing instane. Inthis way, overhead of reating, deleting and migrating of an agent is avoided. Besides,it is neessary to have some agent running in the system and providing servies, forinstane, monitoring the status of a part of the network. On the other hand, if sometype of agents are used infrequently, for instane, only one per day, then keeping anrunning instane of that agent in the system is not eonomi.{ How to organize the agent fatory and the agent pool so that mathmaking an bearried out eÆiently?{ Ontologies need to be de�ned in step 0 and step 1. Agent ontent languages are neededin step 2 to step 11. The languages de�ned in FIPA, the SL0, SL1 and SL2, are notenough for our purpose. Therefore, we need to de�ne our own ontent languages.6 ConlusionCurrently, there are many mobile agent platforms, but few systems that integrate a mobileagent platform and network management tools have been developed. We have researhedthe feasibility of suh systems and onluded that applying mobile agents tehnology tonetwork management systems has several advantages. Mobile agents an help dealing withthe problems of unreliable links, dynami deployment and bandwidth onservation. Amongthe standards ompliant platforms, we hoose the JADE system, sine it is more lose toour purpose. Based upon JADE, we design a general arhiteture of a mobile agents basedNMS and will ontinue working on it. Our future work inludes enhaning the platform,improving the system design and implementing a prototype system.12
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