
CopyrightbyNishanth R. Sastry2001



Appli
ation Spe
i�
 Uni
ast Congestion ControlbyNishanth R. Sastry, B.E.
ThesisPresented to the Fa
ulty of the Graduate S
hool ofThe University of Texas at Austinin Partial Ful�llmentof the Requirementsfor the Degree ofMaster of Arts

The University of Texas at AustinDe
ember 2001



Appli
ation Spe
i�
 Uni
ast Congestion Control

Approved bySupervising Committee:Simon S. LamMohamed Gouda



To Amma and Nana, for being there. . .



A
knowledgmentsSeveral people have been instrumental in helping me �nish this work, either dire
tly orindire
tly.I owe the greatest thanks to Prof. Simon Lam, who has been an ideal advisor inevery respe
t. He took me on as a student soon after I 
ame to Austin, even though he knewvery little about me at the time and has been extremely supportive ever sin
e. His keenjudgement and appraisals of resear
h ideas lead me to strive towards greater heights andtowards this thesis. I hope that I 
an attain and 
ontinue to meet his exa
ting standards.I would also like to thank Prof. Mohamed Gouda for agreeing to be on my super-vising 
ommittee. His 
lass on Computer Networks was one of the most enjoyable 
lasses Itook at UT. I will remember his reassuring words when I was still struggling to prove a fewof the results.I owe my 
urrent position to my parents, Gayathri and Ramakrishna and my sisterNikhila. I would not have made it without you and I am doing this be
ause of you. I amdeeply indebted to many in my family. Over the last year, SHMM in parti
ular played abig role in helping me make the transition. Lastly, life would have been impossible withoutmy friends in Austin. Thanks to y'all.
Nishanth R. SastryThe University of Texas at AustinDe
ember 2001 v



Appli
ation Spe
i�
 Uni
ast Congestion ControlNishanth R. Sastry, M.A.The University of Texas at Austin, 2001Supervisor: Simon S. LamSome new Internet-based appli
ations su
h as streaming media 
annot fun
tion well withTCP's de
rease-by-half response to 
ongestion indi
ations from the network. However, toprevent 
ongestion 
ollapse, it is imperative that all appli
ations use some form of 
ongestion
ontrol. Furthermore, for su
h a me
hanism to be feasible, it must 
onverge to fairness andeÆ
ien
y, just as TCP does.This thesis presents a framework that allows an appli
ation to 
hoose a suitably ag-gressive or smooth 
ongestion response from a wide family of window-based proto
ols 
alledCYRF (for Choose Y our Response Fun
tion) that are designed to 
onverge to fairness. Wealso give a simple rule for smooth CYRF 
ows to be TCP-friendly.We �rst derive a suÆ
ient 
ondition that ensures 
onvergen
e to fairness. We thenpresent the surprising result that an appli
ation 
an satisfy this fairness 
ondition and 
on-stru
t a 
ongestion response tailored to its needs by 
hoosing from almost any pair of mono-toni
ally non-de
reasing fun
tions. Constru
ting a window in
rease poli
y using a slowlyin
reasing fun
tion results in an aggressive proto
ol. Similarly, a slowly in
reasing fun
tionin the de
rease poli
y gives rise to smooth proto
ols. We 
hara
terize TCP-friendliness insteady-state and show that any smooth CYRF proto
ol 
an be TCP-friendly if the produ
tof its window in
rease and de
rease fun
tions is proportional to the window size.An interesting aspe
t of this work is that all 
ommonly used window-based proto
olssu
h as TCP, GAIMD, and binomial 
ongestion 
ontrol are shown to be spe
ial 
ases of asingle family of proto
ols, thus providing a powerful uni�ed framework for analyzing them.We derive most of the important results about these proto
ols as spe
ial 
ases of the resultsfor CYRF. vi
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In my beginning is my end. {T.S. Eliot,Opening Lines of Four Quartets. \East Coker," pt. 1.
Chapter 1
Introdu
tionIn an unregulated network, if the users simultaneously demand more resour
es fromthe network than it has a 
apa
ity to o�er, the network gets overloaded. This is termedas 
ongestion and in extreme 
ases, 
an lead to a state of 
ongestion 
ollapse as reportedby Nagle [24℄. Informally, the 
lassi
al 
ongestion 
ollapse is a stable 
ondition in whi
h anin
rease in network load results in a de
rease in the useful work done by the network [13℄.Floyd et al [13, 14℄ per
eive a greater danger from a new form of 
ongestion 
ollapse dueto bandwidth wasted by delivering pa
kets through the network that are dropped beforerea
hing their ultimate destination.To prevent su
h a disastrous situation from o

uring, most appli
ations in the In-ternet implement some form of end-to-end 
ongestion 
ontrol, typi
ally by using TCP. Thisrequires ea
h 
ow to adapt its sending rate based upon the available network bandwidth.The \available bandwidth" is inferred from some form of feedba
k given by the networkindi
ating whether it is overloaded or has available 
apa
ity.TCP-based end-to-end 
ongestion 
ontrol works be
ause 
ows equitably share thebottlene
k link bandwidth by adjusting their sending rates, while at the same time eÆ
ientlyutilizing all of the available bandwidth. We say an end-to-end 
ongestion 
ontrol proto
olis feasible if and only if it ensures 
onvergen
e to fairness and eÆ
ien
y, atleast in \ideal"
onditions.In this work, we look at one important sub
lass of end-to-end 
ongestion 
ontrol1



proto
ols 
alledWindow based Binary Feedba
k Congestion Control Proto
ols (WBF Proto-
ols, from here on). TCP [28, 37℄, GAIMD [41℄, and Binomial 
ongestion 
ontrol [2℄ are someof the well known WBF proto
ols. These proto
ols allow the appli
ation to simultaneouslysend a bun
h of pa
kets, 
alled a window. The size of the window represents the proto
ol'sestimate of its share of the bottlene
k link. At the heart of every WBF proto
ol is a re-sponse fun
tion SP , that periodi
ally adjusts the window size after re
eiving feedba
k fromthe network. Typi
ally, SP depends both on the 
urrent window size, w, and the nature ofthe feedba
k. Equivalently, we 
an 
onsider two di�erent response fun
tions, depending onlyon w: an in
rease response fun
tion SI that is used when the feedba
k indi
ates availablebandwidth and a de
rease response fun
tion SD 
orresponding to an overload or 
ongestionindi
ation. Di�erent response fun
tions give rise to di�erent WBF proto
ols with di�erentin
rease/de
rease poli
ies.1.1 The ProblemMost of the 
lassi
al Internet appli
ations su
h as �le transfer, ele
troni
 mail and theWeb have elasti
 bandwidth requirements [9℄: they perform better when more bandwidthis made available, but they 
an fun
tion with mu
h lesser bandwidth. Hen
e, the idealresponse fun
tion for these appli
ations should grab available bandwidth qui
kly and alsoba
k o� qui
kly to alleviate 
ongestion. TCP is well suited for this kind of task.However, several new appli
ations have di�erent needs and may need to respondto 
ongestion indi
ations di�erently. For example, multimedia appli
ations require smooth-ness and 
annot tolerate TCP's abrupt de
rease-by-half response to a triple-dupli
ate-ACK
ongestion indi
ation. New 
lasses of proto
ols su
h as GAIMD and binomial 
ongestion
ontrol with smoother in
rease/de
rease poli
ies have been invented for streaming mediaappli
ations.In this work, we seek a unifying framework that will help us 
hoose (or invent) anappropriate feasible WBF uni
ast 
ongestion 
ontrol proto
ol to suit the needs of di�erentappli
ations.
2



1.2 The SolutionGiven that a WBF proto
ol's properties are governed by its response fun
tions, it is naturalto ask \What response fun
tions are feasible?". As our �rst 
ontribution, we derive asuÆ
ient 
ondition that guarantees 
onvergen
e to fairness and eÆ
ien
y in a WBF proto
ol(under the assumption of syn
hronous feedba
k).We then �nd that a surprisingly general 
lass of WBF proto
ols satisfy this 
ondi-tion. In parti
ular, we show that given a pair of real, di�erentiable, non-negative, mono-toni
ally non-de
reasing fun
tions f(x) and g(x)1, g(x) upperbounded by 1, the followingin
rease/de
rease poli
y 
onverges to fairness:I : x(t+R)  x(t) + x(t)=f(x(t)) ; f(�) > 0D : x(t+R)  x(t) � x(t)g(x(t)) ; 0 < g(�) < 1Here x(t) represents the 
urrent window size and x(t+R), the next window size.An appli
ation 
an 
hoose a slowly in
reasing fun
tion for f(x) if it needs to bemore aggressive and make full use of network bandwidth as soon as it be
omes available.Similarly a slowly in
reasing g(x) results in a smoother response to 
ongestion indi
ations.Be
ause of this, we 
all these proto
ols CYRF2, for Choose Y our Response Fun
tion.However, be
ause of the large install-base of TCP based appli
ations, new 
onges-tion 
ontrol proto
ols must also intera
t well with the large number of TCP 
ows thatdominate the Internet [14℄. Thus, we 
annot (should not) 
hoose a highly aggressive in-
rease response fun
tion SI and a very smooth de
rease response fun
tion SD at the sametime. Most newly proposed proto
ols a
hieve this by adhering to the 
onvention known as\TCP-Compatibility" [4℄ or \TCP Friendliness" [20, 21℄. Roughly, it means that all 
owsmust send at the same mean rate as a TCP 
ow. We derive a general 
ondition that 
ouplesthe in
rease and de
rease response fun
tions together so that a CYRF 
ow is TCP-friendly.Spe
i�
ally, we show that for CYRF to be TCP-friendly in deterministi
 steady-state, weneed f(x)g(x) / x.From a proto
ol-design viewpoint, CYRF represents a novel approa
h in that it hasbeen designed to be feasible, and its 
orre
tness need not be proved separately. CYRF is1Atleast one must be monotoni
ally in
reasing.2To be pronoun
ed as sirf, the motivation 
oming from the hinglish \sirf ek proto
ol", whi
h 
an mean\CYRF: a proto
ol" or \Just a proto
ol". 3



shown to be feasible be
ause ea
h appli
ation of the in
rease or de
rease poli
y moves thesystem 
loser towards total fairness.We will also brie
y 
onsider a variant 
alled 1-CYRF whi
h relaxes this stri
t fairness
riterion. Spe
i�
ally, we drop the requirement that g(x) be a monotoni
ally non-de
reasingfun
tion, and instead only ask f(x)g(x) to be monotoni
ally non-de
reasing, and alwaysgreater than 1 for x > 1. Most CYRF proto
ols are also 1-CYRF. But if g(x) is notmonotoni
, the appli
ation of a de
rease poli
y will a
tually worsen fairness. This de
reasein fairness is shown to be o�set by the in
rease in fairness from the previous appli
ation ofan in
rease poli
y. The name 1-CYRF 
omes from the fa
t that the 
ondition f(x)g(x) > 1
orresponds to a 1-responsive proto
ol (se
tion 3.3.4), whi
h ensures that ea
h de
rease ispre
eded by an in
rease in window size (in deterministi
 steady-state). Thus the fairnessof 1-CYRF in
reases over ea
h appli
ation of an in
rease poli
y and we eventually obtain atotally fair allo
ation. The TCP-friendliness 
onditions apply to 1-CYRF as well as CYRF.An interesting aspe
t of this work is that all 
ommonly known WBF proto
ols,namely TCP, GAIMD and Binomial Congestion Control are shown to be spe
ial 
ases ofCYRF (some binomial 
ongestion 
ontrol proto
ols are only a spe
ial 
ase of 1-CYRF), thusproviding a powerful uni�ed framework for the analysis of these proto
ols. We easily derivemost of the important results about known WBF proto
ols as 
orollaries of the results forCYRF. For example, it dire
tly follows that TCP, GAIMD and Binomial 
ongestion 
ontrolproto
ols 
onverge to fairness and eÆ
ien
y. It is well-known (due to a result of Chiu andJain [6℄) that GAIMD (and hen
e TCP) 
onverges to fairness and eÆ
ien
y. (Noti
e thatthis validates the 
orre
tness of our results in a way.) However, the proof of 
onvergen
e tofairness of n-binomial 
ows is an important by-produ
t of this work.1.3 Organization of the ThesisThe rest of this thesis is organized as follows: In 
hapter 2, we brie
y summarize some ofthe other approa
hes to ta
kling the problem of 
ongestion and in parti
ular other re
entdevelopments in TCP-friendly 
ongestion 
ontrol. Chapter 3 formalizes the WBF modeland explains some of the simplifying assumptions used in our analysis. We then des
ribethe 
onstraints of fairness, eÆ
ien
y and TCP-friendliness in 
hapter 4. Chapter 5 derives4



suÆ
ient 
onditions for 2 and n > 2 WBF 
ows to 
onverge to fairness whi
h is usedin Chapter 6 as the basis for CYRF. In 
hapter 7 we obtain simpli�ed 
onditions for anyWBF proto
ol to be TCP-friendly and then des
ribe how CYRF 
an be made TCP-friendly.Chapter 8 
on
ludes the work.

5



If I have seen further, it is by standing upon the shoulders of giants.{Sir Isaa
 Newton. Letter to Robert Hooke, Feb. 5, 1675.
Chapter 2
Related WorkIn this work, we do not look at the important issue of multi
ast 
ows and multi
ast 
onges-tion 
ontrol, whi
h has also bene�ted from the TCP-friendly idea. We also do not 
onsiderappli
ation-spe
i�
 adaptive approa
hes su
h as [31℄ that try to make the best use of theavailable network support. Instead, our goal is to pres
ribe the best WBF 
ongestion 
ontrolthat suits the needs of a parti
ular appli
ation.2.1 Histori
al Approa
hesThe main goal of a 
ongestion 
ontrol me
hanism is preventing 
ongestion 
ollapse. Therehave been two main approa
hes to this problem. The �rst approa
h, used in ATM, swit
hedtelephone networks, and the ISPN ar
hite
ture [5, 8℄, de�nes the notion of a 
ow [27℄ and
alls for the deployment of pa
ket s
heduling dis
iplines to isolate ea
h 
ow from the e�e
tsof other 
ows. Ea
h 
ow must also reserve resour
es using a proto
ol su
h as RSVP [42℄before using the resour
e, thus preventing overload.The other major approa
h is end-to-end 
ongestion 
ontrol, whi
h is based on theend-to-end argument [34℄ and supports one of the fundamental design goals of the DARPAInternet { survivability in the fa
e of failure [7℄. End-to-end poli
ies 
an be divided into openloop admission 
ontrol based s
hemes su
h as the leaky bu
ket algorithm [38℄ and 
losed loopfeedba
k-based adaptive me
hanisms su
h as TCP. TCP is the most widely used 
ongestion6




ontrol me
hanism today. Most modern TCP implementations [39℄ in
orporate algorithmsintrodu
ed by Van Ja
obson [1, 15℄ into 4.3BSD to �x the original 1988 
ongestion 
ollapse.Congestion avoidan
e via end-to-end 
ongestion 
ontrol was simultaneously inves-tigated in a series of papers by Jain, Ramakrishnan and Chiu. Their work is summarizedin [18℄. In parti
ular, Chiu and Jain 
hara
terize in
rease/de
rease poli
ies of a wide 
lassof linear WBF proto
ols under the metri
s of fairness, eÆ
ien
y, et
. in [6℄. This thesis usesseveral ideas from this famous paper in
luding the metri
s of fairness and eÆ
ien
y, and theChiu-Jain fairness index (se
tion 4.1).2.2 Re
ent Work on Congestion ControlThe notion of TCP-friendliness [20, 21℄ has given rise to a number of new proposals foruni
ast end-to-end 
ongestion 
ontrol [2, 12, 32, 33, 36, 41℄. The primary motivation for mostof these new proto
ols is the transport of streaming multimedia whi
h requires smooth
hanges in sending rate.RAP [32℄ essentially proposes Additive In
rease-Multipli
ative De
rease (AIMD)where ea
h data pa
ket is a
knowledged. Redundant information in the ACKs allows someACKs to be lost. The ratio between short-term and long-term mean RTT is used to modifythe inter-pa
ket gap to provide �ne-grained delay-based 
ongestion avoidan
e. The Loss-Delay Adjustment Algorithm [36℄ uses feedba
k from RTP [35℄ for rate adjustment. Theadditive in
rease rate depends upon the ratio of the 
urrent sending rate and the bottlne
kbandwidth, wheras the sending rate is de
reased depending upon the number of pa
ketslost. GAIMD [18, 41℄ generalizes TCP to an AIMD poli
y with di�erent in
rease andde
rease parameters. It proposes that the 
urrent window x(t) be 
hanged to x(t+R) usingthe in
rease/de
rease poli
ies:I : x(t+R)  x(t) + � ; � > 0D : x(t+R)  x(t)� �x(t) ; 0 < � < 1 (2.1)with � = 3�=(2��) for TCP-friendliness[11℄.1 Binomial 
ongestion 
ontrol [2℄ proposes the1This does not 
onsider the e�e
t of timeouts. [41℄ gives a slightly di�erent 
ondition for TCP-friendlinesswith timeouts. 7



following non-linear in
rease/de
rease poli
ies:I : x(t+R)  x(t) + �=x(t)k ; � > 0D : x(t+R)  x(t) � �x(t)l ; 0 < � < 1 (2.2)with the further 
ondition that k + l = 1 to ensure TCP-friendliness. We 
an use l > 1only if we know that the maximum window size is x < (1=�)l�1. Otherwise, we will needto separately deal with the possibility of negative window sizes after an appli
ation of D. Asimilar poli
y is 
onsidered in se
tion 4 of the Chiu-Jain paper [6℄.Noti
e that plugging � = 1 and � = 1=2 in the GAIMD equation (Equation 2.1)gives us TCP. GAIMD itself is a spe
ial 
ase of the binomial algorithm with k = 0 andl = 1. TFRC [12℄ is a rate-based s
heme whi
h dire
tly uses the TCP throughput equa-tion [26℄ to estimate its sending rate. The re
eiver sends periodi
 a
knowledgements andestimates the loss rate. For greater stability, it ignores spurious pa
ket losses by using ahistory dis
ounting poli
y and by reporting a weighted average of the re
ent loss-event raterather than the individual pa
kets lost. The sender estimates the round-trip time and theappropriate value for the retransmit timeout-timer. Using these quantities, the expe
tedsending rate is 
al
ulated using the TCP throughput equation.TEAR [33℄ emulates the entire TCP state ma
hine at the re
eiver. Using this, itmaintains an exponentially weighted moving average of the 
ongestion window size and
al
ulates a TCP-friendly sending rate by dividing this by the estimated round trip time.2.2.1 ComparisonCon
eptually, it may be easy for some appli
ations to spe
ify the rate. For other appli
ationsit does not matter and may a
tually �nd it easier to implement appli
ation-spe
i�
 qualityadaptation using known window sizes - Suppose the appli
ation generates a data pa
ketP when the sender's bu�er size is B bytes and the window size is W . Assuming that thevariations in W are small (be
ause of smoothness), a ballpark �gure for the time it takes Pto rea
h the re
eiver is BR=W where R is the RTT. An appli
ation with a maximum delaybound 
an use this information to adapt the quality of the data stream depending on thebandwidth available [23, 31℄. 8



From a 
ongestion 
ontrol viewpoint, the 
urrent window size is the instantaneousload on the network and is thus the quantity whi
h must be regulated. Also, it is may benatural and easier to implement self-
lo
king [15℄ in window based approa
hes [16℄. However,[3℄ whi
h also shows the importan
e of self-
lo
king in dynami
 situations, gives an ad-ho
me
hanism to limit the TFRC sending rate following a loss-event, that performs well in thetest-s
enarios 
onsidered.Floyd et al. [11℄, Yang et al. [40℄ and Bansal et al. [3℄ 
ompare the performan
e ofseveral window-based and rate-based proto
ol under various dynami
 or transient 
onditions.This issue is not explored in our work.An important distin
tion between CYRF and other approa
hes (in
luding otherwindow-based approa
hes) is the wide 
exibility it o�ers to suit the needs of di�erent ap-pli
ations. Some re
ent proto
ols, su
h as binomial and GAIMD o�er a limited amount of
exibility. For example, the binomial algorithm allows the appli
ation to 
hoose its in
reaseresponse to be SI(w) = �=wk for any k and � > 0. However, with CYRF, we have a ri
her
lass of in
rease response fun
tions to 
hoose from, namely, all di�erentiable, monotoni
allynon-de
reasing fun
tions, thus providing a greater degree of 
ontrol for the aggressivenessand responsiveness of the appli
ation.

9



\Then you should say what you mean," the Mar
h Hare went on. \I do," Ali
ehastily replied; at least-at least I mean what I say-thats the same thing, youknow." \Not the same thing a bit!" said the Hatter. \Why you might just aswell say that 'I see what I eat' is the same thing as 'I eat what I see'!"{Lewis Carroll. Ali
e's Adventures in Wonderland.
Chapter 3
The ModelThe rest of this work uses the WBF model and makes some assumptions to simplify analysis.These are explained below.3.1 Notation ConventionsFollowing Chiu and Jain [6℄, in the rest of this work we adopt the following 
onventions fornotation. We use xi to represent the 
urrent window size of the ith 
ow. �xi denotes a
hange to it due to the appli
ation of an in
rease poli
y I or a de
rease poli
y D. In general,the numeri
al subs
ript i will be used to denote a quantity on 
ow i.3.2 The WBF ModelWBF proto
ols allow a 
ow to send a bun
h of pa
kets, termed as a window, in ea
hround trip time R. The network provides a binary feedba
k about whether this windowoverloaded the network or not. If the network was overloaded, the window for the nextround trip is estimated a

ording to some de
rease poli
y D. Otherwise, the window size is10



in
reased using an in
rease poli
y I. (In this way, the WBF proto
ol 
ontinuously tries to\eÆ
iently" make use of its \fair" share of the 
urrently available network bandwidth.)Thus, the size of the window is determined by the feedba
k from the network.The magnitude of the 
hange in window size 
hara
terizes an in
rease/de
rease poli
y P .Typi
ally, this 
hange SP is a fun
tion of the 
urrent window size and we 
all this theresponse fun
tion of the poli
y. Without loss of generality, P 
an be mathemati
ally denotedas: P : x(t+R) x(t) + SP(x(t))Here x(t) represents the 
urrent window size and x(t + R) is the next window size, aftera round-trip time R. Note that the pair of in
rease and de
rease response fun
tions SI(x)and SD(x) 
ompletely 
hara
terize a WBF proto
ol.3.2.1 ExampleIn 
ongestion avoidan
e mode, ea
h TCP 
ow in
reases its window size by 1 pa
ket if thenetwork is not overloaded (i.e. the whole window is a
knowledged). Otherwise, it redu
es itswindow size to half the previous value (if it gets a triple dupli
ate ACK). Without timeouts,the in
rease and de
rease poli
ies are:I : x(t+R)  x(t) + 1D : x(t+R)  x(t) � x(t)2 (3.1)where x(t) is the window size of a 
ow at time t and R the round trip time of the 
ow. ThusTCP is a WBF proto
ol with the response fun
tions: SI(x) = 1 and SD(x) = �x=2. Notethat a
tual implementations in
rease the window by 1=x on the re
eipt of ea
h a
knowl-edgement instead of in
reasing by 1 upon getting a window's worth of ACKs [37℄.3.3 AssumptionsIn the analysis that follows, we make some simplifying assumptions. Spe
i�
ally, we assumesaturated senders in steady state with a 
ontinuous 
uid approximation of the binary feedba
kmodel with syn
hronous feedba
k. Ea
h of these terms is explained below.11



3.3.1 Binary feedba
k modelThis model assumes that ea
h 
ow gets a binary feedba
k from the network indi
atingwhether it is overloaded or if there is additional available bandwidth (1 = overloaded, 0= underloaded). This feedba
k 
an be impli
it, for example, through losses dete
ted bytimeouts, or expli
it, for example, through a \
ongestion experien
ed" bit in an ECN awarenetwork [29, 30℄. If the network feedba
k is 1, then the next window size is determined bythe de
rease poli
y D, otherwise, the in
rease poli
y I is applied.This model is natural for a truly distributed system like the 
urrent Internet. With-out expli
it 
o-operation by the users or information from the network about the fair shareof ea
h 
ow, this model is the only pra
ti
al solution. Thus our model does not 
onsiders
hemes su
h as Expli
it Window Adaptation [19℄ whi
h requires per-
ow network feedba
k.3.3.2 Syn
hronous feedba
kThe model follows Chiu and Jain's assumption [6℄ that all the 
ows in the network get thesame feedba
k and get this feedba
k simultaneously.While this does not model the real Internet by any stret
h of imagination, ouranalysis be
omes simpler, and the proof of 
onvergen
e to fairness under these \ideal"
onditions provides a good intuitive understanding about the fairness properties of WBFproto
ols in more general situations.3.3.3 Saturated sendersThis assumes that the sender's window size is limited by the network, and not by there
eiver's window or the amount of outstanding sender's data. Thus the equations for Iand D 
ompletely determine the window size and the instantaneous load on the network.3.3.4 Steady-state and 1-responsivenessMost analyses impli
itly assume that ea
h 
ow applies the in
rease poli
y I several timesuntil a network feedba
k indi
ates overload, at whi
h time the de
rease poli
y D is appliedand the 
y
le starts all over again. We 
all this the deterministi
 steady-state, or in short,12



steady-state, and ea
h su
h 
y
le is 
alled a \
ongestion epo
h". If an in
rease/de
reasepoli
y had to be applied n times, the epo
h is said to be of size n.Typi
ally (for example, in [2, 11℄), it is assumed that the de
rease poli
y needsto be applied exa
tly on
e by all 
ows, at the end of the epo
h. With the syn
hronousfeedba
k assumption, this means that for ea
h 
ow, the de
rease in window size from asingle appli
ation of D must atleast wipe out the previous in
rease resulting from the lastappli
ation of I, so that the next feedba
k from the network does not indi
ate overload. Inother words, the following 
riterion must be satis�ed:j�(wI)j � j�(wD)j (3.2)where �(wI) is the in
rease resulting from a single appli
ation of I and �(wD) the de
reasein window size be
ause of D. We term proto
ols whi
h satisfy Equation 3.2 for suÆ
ientlylarge window sizes as 1-responsive to distinguish them from k-responsive proto
ols whi
hrequire k > 1 appli
ations of D in a 
ongestion epo
h. An interesting 
onsequen
e of1-responsiveness is that ea
h appli
ation of a de
rease poli
y is pre
eded by atleast oneappli
ation of an in
rease poli
y. This is used in se
tion 6.3 and Corollary 5.2. In thefollowing, unless otherwise stated, the proto
ols 
onsidered are 1-responsive.Most interesting WBF proto
ols are 1-responsive. From Equations 3.1, 2.1 and 2.2,we 
an easily see that TCP, GAIMD and the TCP-friendly version of Binomial CongestionControl follow this weak 
riterion in general.1 Thus, this is not a very restri
tive assumption,and it makes modeling and mathemati
al analyses simple. However, it is not essential forproto
ol 
orre
tness or performan
e reasons.3.3.5 Continuous 
uid approximationIn the real world, the in
rease and de
rease poli
ies are applied on
e per round trip time.Be
ause of the self-
lo
king property of TCP [15℄, this means that the window size is updatedupon re
eiving an ACK in most implementations. Here we assume that this happens as a
ontinuous pro
ess. Formally, the dis
rete time pro
ess (Wn)1n=0 denoting the 
onse
utivewindow values is approximated by the 
ontinuous time pro
ess W (t)1t=0 [25℄.1The minimum possible window size is 1 and for this window, the assumption fails. But we assume a
ongestion epo
h with a suÆ
iently large minimum window size.13



3.3.6 Congestion avoidan
e modeMany WBF proto
ols su
h as TCP operate in di�erent modes at di�erent times. Thein
rease/de
rease poli
y used varies depending on the 
urrent window size, re
ent lossesexperien
ed et
. In our analysis, we assume that su
h proto
ols are operating in a \
on-gestion avoidan
e" mode (similar to TCP's 
ongestion avoidan
e mode), with a �xed in-
rease/de
rease poli
y. TCP SACK [22℄ approa
hes this ideal 
ondition.

14



The shallow 
onsider liberty a release from all law, from every 
onstraint. Thewise man sees in it, on the 
ontrary, the potent Law of Laws. { Walt Whitman,"Freedom," Notes Left Over (1881)
Chapter 4
Constraints on Feasible WBFProto
olsWe restri
t the possible 
hoi
es for WBF proto
ols in the above model by imposingtwo 
onditions that must hold eventually in steady state, namely fairness and eÆ
ientutilization of bottlene
k link 
apa
ity. We 
all proto
ols that satisfy these 
onditions asfeasible [6℄. Only feasible proto
ols 
an be safely deployed in any arbitrary network.4.1 Convergen
e to FairnessFairness is the most important 
riterion for the feasibility of any end-to-end 
ongestion
ontrol proto
ol. Intuitively, this means that regardless of the initial window size values, all
ows sharing a single bottlene
k link must eventually end up with identi
al window sizes atea
h instant (in steady state).When the eventual goal of equal window sizes is not satis�ed, the 
ows share thelink unfairly. To quantify this, we use the Jain-Chiu-Hawe Fairness index [17℄ F given byF = (Pxi)2n(Px2i ) (4.1)This index has the following interesting properties some of whi
h we will use in theproofs that follow: 15



� F is upperbounded by 1, and this upperbound is rea
hed when the allo
ation is totallyfair (x1 = x2 = : : : = xn).� F is lowerbounded by 0, whi
h is the index for a totally unfair allo
ation (one 
owgets the whole link bandwidth).� If only k of n users equally share the resour
e, then F = k=n.� F is a 
ontinuous di�erentiable fun
tion for all xi.� F is independant of s
ale | the unit of measurement 
hosen for xi's does not matter.Sin
e F = 1 only when x1 = x2 = : : : = xn, the fairness requirement that eventuallya totally fair allo
ation is rea
hed 
an be restated as the following mathemati
al 
ondition:F! 1 (4.2)Our model 
onsiders all 
ows to be equal. Thus s
hemes su
h as MulTCP [10℄ whi
hsimulate priority by giving a preferred 
ow n times the bandwidth of an ordinary TCP 
owdo not fall into this framework.4.2 Convergen
e to EÆ
ien
yIdeally, the bottlene
k link must never be underutilized. However, overloading the link isjust as una

eptable. In feedba
k based proto
ols, in steady state, the system os
illatesbetween overload and underload, relying on the feedba
k me
hanism to get ba
k in pla
e.Thus we require the system to rea
t in su
h a way as to move the total bottlene
k linkutilization 
loser to the link 
apa
ity.This 
an be a
hieved if the total utilization a
ross all 
ows (i.e., sum of windowsizes) in
reases when the bottlene
k link is underutilized and de
reases when the bottlene
klink is overloaded. This is just the prin
iple of negative feedba
k [6℄.An easy way to a
hieve this is to have ea
h 
ow in
rease its window size when thebottlene
k link is under-utilized (i.e., network feedba
k is 0), and de
rease its window sizewhen the bottlene
k link is overloaded (when the feedba
k is 1). We 
all WBF proto
olswhi
h behave in this manner as eÆ
ient. 16



\Would you tell me, please, whi
h way I ought to go from here?" \Thatdepends a good deal on where you want to get to," said the Cat. \I don't mu
h
are where-" said Ali
e. \Then it doesn't matter whi
h way you go," said theCat. \As long as I get somewhere," Ali
e added as an explanation. \Oh, you'resure to do that," said the Cat, \if you only walk long enough." { Lewis Carroll,Ali
e's Adventures in Wonderland.
Chapter 5
Conditions for Convergen
e toFairnessAs mentioned in Se
tion 4.1, the requirement for 
onvergen
e to fairness essentiallymeans that assuming syn
hronous feedba
k from the network, the steady state window sizesof all 
ows sharing a bottlene
k link must eventually move in lo
kstep with ea
h other. Inthis 
hapter we derive a suÆ
ient 
ondition for this to happen for both n = 2 and n > 2
ows. We �nd that TCP, GAIMD and binomial 
ongestion 
ontrol satisfy these 
onditionswhi
h again 
on�rms that these proto
ols 
onverge to fairness.5.1 The Two-Flow CaseIn this se
tion we obtain the intuitive result that if the smaller of two windows in
reasesmore than the larger one (relative to their window sizes), then the window sizes move 
loserto equality. Similarly, when the window sizes de
rease, the smaller window must de
reaseless than the larger one.To do this, we use the fa
t that F is upperbounded by 1 and that F = 1 represents17



a totally fair allo
ation: Supposing two 
ows x1 and x2 share a bottlene
k link. Let �Fbe the 
hange in F 
orresponding to a small 
hange �x1 in x1 and �x2 in x2. If ea
h�F is positive at ea
h appli
ation of an in
rease/de
rease poli
y, then eventually F ! 1regardless of its initial value, satisfying Equation 4.2. Noti
e that this te
hnique works withany fun
tion of x1, x2 whi
h has a known limiting value, and the property that x1 = x2when the limit is rea
hed. Thus the proof is independant of the fairness index F that is
hosen, as long as the index has the properties we require.We make use of the 
ontinuous 
uid approximation in this and the next se
tion.Spe
i�
ally, we assume that the 
hanges �x1 and �x2 represent in�nitesimal 
hanges to x1and x2 so that dx1 � �x1; dx2 � �x2 and dF � �F (5.1)Theorem 5.1 (Inverse Proportional Change to Fairness) Two 
ows sharing a bot-tlene
k link will eventually 
onverge to and maintain a totally fair allo
ation of bottlene
klink bandwidth if at ea
h appli
ation of an in
rease or de
rease poli
y, the proportional
hange in the larger quantity is lesser than that in the smaller quantity.Mathemati
ally, for two 
ows with window sizes x1 and x2, x1 < x2, satisfying thefollowing 
ondition at ea
h appli
ation of I or D ensures 
onvergen
e to fairness:�x1x1 � �x2x2 (5.2)Atleast one of I or D must ensure a stri
t inequality.Proof: For i = 2, Equation 4.1 be
omesF = (x1 + x2)22(x21 + x22) :Using dF = �F�x1 dx1 + �F�x2 dx2and making use of Equation 5.1 we get�F = n�x21 + x22� (x1 + x2)� (x1 + x2)2 x1o�x1(x21 + x22)2+ n�x22 + x21� (x2 + x1)� (x2 + x1)2 x2o�x2(x21 + x22)218



Imposing the 
ondition �F � 0, we get(x21 + x22)(�x1 +�x2) � (x1 + x2)(x1�x1 + x2�x2) (5.3)) x2(x2 � x1)�x1 � x1(x2 � x1)�x2 (5.4)By hypothesis x2 � x1 > 0, so we 
an write�x1x1 � �x2x2Note that we need atleast one of I or D to ensure �F > 0 so that F in
reases over ea
h
ongestion epo
h (se
tion 3.3.4) and eventually be
omes 1. Thus atleast one of them musthave a stri
t inequality in Equation 5.2.Also, on
e x1 = x2, this equality is maintained under syn
hronous feedba
k: As-suming that SI depends only on the 
urrent window size, at ea
h appli
ation of I, SI(x1) =SI(x2) sin
e x1 = x2 so that the window sizes after the appli
ation of I, given by x1+SI(x1)and x2+SI(x2), are also equal. Similarly, SD(x1) = SD(x2) so that the values of the windowsizes will move in lo
kstep with ea
h other after an appli
ation of D also.We 
an use a linear interpolation of the window size between two appli
ations of Ifor GAIMD and TCP, so that dx1 = �x1, dx2 = �x2 and dF = �F whi
h is stronger thanEquation 5.1. Thus the above proof applies to these proto
ols even though the 
hanges �x1and �x2 are not in�nitesimal.This is used in the following 
orollary whi
h gives a new algebrai
 proof of 
onver-gen
e to fairness for two GAIMD (or TCP) 
ows. Chiu and Jain [6℄ give a di�erent prooffor the 
onvergen
e of GAIMD under the same 
onditions. This validates the 
orre
tnessof our results in a way. We also give the �rst algebrai
 proof of 
onvergen
e for binomial
ongestion 
ontrol. (The original proof in [2℄ is a geometri
 proof based on the 
hiu-jainphase plot.)Corollary 5.1 Two TCP or GAIMD 
ows 
onverge to fairness under the assumption ofsyn
hronized feedba
kProof: For TCP, �x = 1 for the in
rease poli
y and Equation 5.2 be
omes: 1=x1 >1=x2 if x1 < x2. Similarly �x = �x=2 for the de
rease poli
y and Equation 5.2 redu
es to�(1=2) = �(1=2). 19



For GAIMD, �x = � for the in
rease poli
y and Equation 5.2 be
omes: �=x1 >�=x2 if x1 < x2. Similarly �x = ��x for the de
rease poli
y and Equation 5.2 redu
es to�� = ��.For Binomial 
ongestion 
ontrol, �x = �=xk for the in
rease poli
y and Equation 5.2be
omes: �=xk+11 � �=xk+12 if x1 < x2. Similarly �x = ��xl for the de
rease poli
y andEquation 5.2 redu
es to ��xl�11 � ��xl�12 if x1 < x2. Thus, the in
rease and de
reasepoli
y separately ensure 
onvergen
e to fairness only if k > �1 and l > 1.However, SQRT and IIAD, the two instan
es of binomial 
ongestion 
ontrol exper-imentally evaluated in [2℄ have values of l < 1. Also, as dis
ussed in se
tion 2.2, we 
anuse l > 1 only if we know the maximum window size. The following 
orollary shows thatbinomial 
ongestion 
ontrol 
onverges to fairness if k; l � 0, whi
h is satis�ed by both SQRT(k = 1=2; l = 1=2) and IIAD (k = 1; l = 0).The proof pro
eeds as follows: We have shown above that ea
h appli
ation of anin
rease poli
y in
reases fairness if k > �1. Thus any sequen
e of window size updatesusing only the in
rease poli
y in
reases fairness. The proof shows that even though thede
rease poli
y will worsen fairness when 0 � l < 1, the in
rease in fairness from theprevious appli
ation of the in
rease poli
y more than o�sets this de
rease in fairness. Also,for suÆ
iently large window sizes, binomial 
ongestion 
ontrol is 1-responsive. Thus ea
happli
ation of a de
rease poli
y is always pre
eded by an in
rease poli
y, so that the valueof F in
reases over ea
h 
ongestion epo
h.Corollary 5.2 Binomial 
ongestion 
ontrol 
onverges to fairness if k; l � 0.Proof: Clearly, binomial 
ongestion 
ontrol satis�es the 1-responsiveness 
riterion (Equa-tion 3.2) for suÆ
iently large window sizes. Thus, ea
h appli
ation of a de
rease poli
y ispre
eded by an appli
ation of the in
rease poli
y.Suppose the window sizes of the two 
ows are x1, x2 (x1 < x2), just before theappli
ation of the in
rease poli
y to be followed by an appli
ation of the de
rease poli
y.It is suÆ
ient to show that the fairness index in
reases over this sequen
e of window sizeadjustments sin
e we already know that sequen
es 
onsisting only of appli
ations of in
reasepoli
y improve the fairness index if k > �1. 20



We need to show that if x1 � x2,�xk1 � �(x1 + �xk1 )lx1 � �xk2 � �(x2 + �xk2 )lx2Approximating �(x + �=xk)l � �xl, we need to prove�xk1 � �(x1)lx1 � �xk2 � �(x2)lx2Or, �� �xk+l1xk+11 � �� �xk+l2xk+12But when x1 � x2, we have 1=xk+11 � 1=xk+12 and ���xk+l1 > ���xk+l2 be
ause k+ l > 0.Thus the de
rease in fairness due to the appli
ation of the de
rease poli
y is o�set bythe in
rease in fairness resulting from the previous in
rease in window size. Thus F alwaysimproves over a 
ongestion epo
h, and binomial 
ongestion 
ontrol 
onverges to fairnesseven if 0 � l < 1.5.2 The N-Flow CaseIn the previous se
tion, we pla
ed a restri
tion on the number of 
ows. In this se
tion, wewill derive a straightforward generalization of Theorem 5.1 for n > 2 
ows also.Theorem 5.2 (n-
ow 
onvergen
e to fairness) n-
ows 
onverge to fairness if at ea
happli
ation of an in
rease/de
rease poli
y we have,i=nXi=1 x2i i=nXi=1 �xi � i=nXi=1 xi i=nXi=1 xi�xi (5.5)Atleast one of the two poli
ies should ensure a stri
t inequality.Proof: Using dF = i=nXi=1 �F�xi dxiwe get, from Equation 4.1 and the approximation 5.1,�F = 2Pi=ni=1 xin�Pi=ni=1 x2i �2  i=nXi=1 x2i i=nXi=1�xi � i=nXi=1 xi i=nXi=1 xi�xi!21



Imposing the 
ondition �F � 0, we geti=nXi=1 x2i i=nXi=1 �xi � i=nXi=1 xi i=nXi=1 xi�xiNoti
e that this redu
es to Equation 5.3 for n = 2.Corollary 5.3 N GAIMD or TCP 
ows 
onverge to fairnessProof: We derive the results for GAIMD. We 
an show that n TCP 
ows 
onverge tofairness in exa
tly the same way. In fa
t, the result for GAIMD implies the result for TCPbe
ause TCP is a spe
ial 
ase of GAIMD.� Case 1: The in
rease poli
y satis�es Equation 5.5.In this 
ase �xi = �. Sin
e F is upperbounded by 1, we get (from Equation 4.1)1 � (Pxi)2n(Px2i )Rewriting this, we get, i=nXi=1 x2i i=nXi=1 1 � i=nXi=1 xi i=nXi=1 xi � 1Multiplying both sides by �,i=nXi=1 x2i i=nXi=1 � � i=nXi=1 xi i=nXi=1 xi � �whi
h is Equation 5.5 with �xi = �.� Case 2: The de
rease poli
y satis�es Equation 5.5In this 
ase �xi = �xi. Equation 5.5 be
omesi=nXi=1 x2i i=nXi=1 �xi = i=nXi=1 xi i=nXi=1 xi � �xiThus, GAIMD ensures that ea
h appli
ation of the in
rease poli
y leads to an in-
rease in fairness, but maintains the fairness index when the de
rease poli
y is applied.It 
an be shown that n-binomial 
ows also satisfy Equation 5.5 and hen
e 
onvergeto fairness. The proof sket
h is very similar to the proof for Theorem 6.2. However, thisresult is easily obtained in se
tion 6.4 as a spe
ial 
ase of Theorem 6.2. Thus we have:Corollary 5.4 n > 2 binomial 
ows 
onverge to fairness.22



You per
eive I generalize with intrepidity from single instan
es. It is thetourist's 
ustom. {Mark Twain\When I use a word," Humpty Dumpty said, in a rather s
ornful tone, \itmeans just what I 
hoose it to mean, neither more nor less." { Lewis Carroll,Ali
e's Adventures in Wonderland.
Chapter 6
CYRF: A Generalized WBFProto
olEquation 5.2 gives a suÆ
ient 
ondition for two 
ows sharing a bottlene
k link to 
onvergeto fairness. In other words, two 
ows of any proto
ol with in
rease/de
rease poli
ies thatsatisfy Equation 5.2 are guaranteed to 
onverge to fairness.In this se
tion, we adopt a novel approa
h to proto
ol design. Sin
e the primarymotivation behind this work is the wide range of requirments of di�erent appli
ations, wewould like to know what latitude an appli
ation 
an have in 
hoosing a response fun
tion. Weask the question: \What is the 
lass of in
rease/de
rease poli
ies that satisfy Equation 5.2?".This yields a new family of 
ongestion 
ontrol proto
ols that are designed to 
onverge tofairness and eÆ
ien
y when there are 2 
ows sharing a bottlene
k link. We then show thateven for n > 2 
ows, these proto
ols 
onverge to fairness.We show that this 
lass of proto
ols 
an be used as transport for appli
ations with awide range of aggressiveness and smoothness needs. Be
ause the appli
ation 
an 
hoose froma wide range of response fun
tions to 
ongestion indi
ations, we 
all this 
lass of proto
olsCYRF, whi
h stands for Choose Y our Response Fun
tion.23



Finally, we will brie
y 
onsider a variant of CYRF and show how many WBF pro-to
ols are a
tually part of a single family of proto
ols, thus providing a powerful frameworkfor their analysis.6.1 f(�); g(�) Congestion ControlIn this se
tion, we derive a general 
lass of fun
tions for whi
h Equation 5.2 applies. As-suming that �x is some fun
tion of x, we 
an see that Equation 5.2 implies some kind ofmonotoni
ity for �x. Also, this fun
tion must be 
ontinuous and di�erentiable for Equa-tion 5.2 to apply. Furthermore, for 
onvergen
e to eÆ
ien
y, the prin
iple of negativefeedba
k dis
ussed in se
tion 4.2 must be satis�ed. Thus �x must be positive for the in-
rease poli
y and negative for the de
rease poli
y. These requirements are expressed in thefollowing theorem.Theorem 6.1 Let f(x) and g(x) be any (
ontinuous) di�erentiable non-negative monoton-i
ally non-de
reasing fun
tions (atleast one of them must be stri
tly in
reasing) for x � 1.Also, let g(x) be upperbounded by 11. Then the following in
rease and de
rease poli
iesensure 
onverge to fairness and eÆ
ien
y for two 
ows sharing a bottlne
k link (under as-sumption of syn
hronized feedba
k). We 
all this CYRF:I : x(t+R)  x(t) + x(t)=f(x(t)) ; f(x(t)) > 0D : x(t+R)  x(t)� x(t)g(x(t)) ; 0 < g(x(t)) < 1 (6.1)Proof: �x = x(t)=f(x(t)) for the in
rease poli
y and �x = �x(t)g(x(t)) for thede
rease poli
y.Convergen
e to fairness: It is easy to see that, if x1, x2 (x1 < x2), are the twowindow sizes, then be
ause of the monotoni
ity of f(�) and g(�), the in
rease poli
y satis�esEquation 5.2: 1f(x1) � 1f(x2)and similarly for the de
rease poli
y,�g(x1) � �g(x2)1The upperbound ensures that the de
rease poli
y D does not lead to negative window sizes24



Note that sin
e atleast one of the two fun
tions is stri
tly in
reasing, we have a stri
tinequality in one of the above two 
ases as required by Theorem 5.1.Convergen
e to eÆ
ien
y: For CYRF to be eÆ
ient (Se
tion 4) ea
h 
ow shouldin
rease its window if the network feedba
k is 0 and de
rease its window if the feedba
k is1. Clearly, for all window sizes, x(t) � 1 and �x is positive for the in
rease poli
y:x(t)=f(x(t)) � 0 ; if f(x(t)) > 0and negative for the de
rease poli
y:�x(t)g(x(t)) � 0 ; if 0 < g(x(t)) < 1CYRF represents a wide 
lass of WBF proto
ols. Appli
ations 
an 
hoose di�erentf(x) and g(x) to get di�erent WBF proto
ols. For example, an appli
ation 
an 
hoose aslowly in
reasing fun
tion for f(x) if it needs to be more aggressive and make full use ofnetwork bandwidth as soon as it be
omes available. Similarly a slowly in
reasing g(x) resultsin a smoother response to 
ongestion indi
ations. It is this 
exibility that distinguishesCYRF from other approa
hes.6.2 N-
ow Convergen
e to FairnessCYRF was designed to 
onverge to fairness for the two-
ow 
ase. For n > 2 
ows, we 
an
onsider 
ows pairwise and apply the argument of Theorem 6.1 to show 
onvergen
e tofairness. Alternatively, we 
an 
onsider all the n-
ows together, and show that the fairnessindex of the whole system in
reases and thus provide a straightforward proof of 
onvergen
eto fairness. Thus we get the following theorem:Theorem 6.2 With syn
hronized feedba
k, CYRF 
onverges to fairness for n > 2 
ows.Proof: We will prove a stronger result, viz., that CYRF 
ows satisfy the suÆ
ien
y 
ondi-tion given by Equation 5.5. The proof pro
eeds as follows: Without loss of generality, wewill order the 
ows by in
reasing window size. We then use mathemati
al indu
tion to showthat if Equation 5.5 is satis�ed with k 
ows, adding a (k + 1)th 
ow with a larger window25



size preserves the fairness 
ondition. The key fa
t used is that 1=f(x) and �g(x) are bothmonotoni
ally non-in
reasing, so that 1=f(xk+1) � 1=f(xi) and �g(xk+1) � �g(xk+1) forall 1 � i � k.� Case 1: The in
rease poli
y in
reases fairness.Theorem 6.1 forms the base 
ase.Without loss of generality let x1 � x2 � : : : � xk � xk+1 = X be the window sizes ofk + 1 
ows. Suppose Equation 5.5 is satis�ed with n � k 
ows. Here, �x = x=f(x).So we get: kXi=1 x2i kXi=1 xif(xi) � kXi=1 xi kXi=1 x2if(xi) (6.2)Consider n = k + 1. Be
ause xk+1 = X � xi; for all 1 � i � k, and f(�) is monotoni-
ally non-de
reasing, we 
an writeX kXi=1 Xxi � x2if(xi) � Xf(X) kXi=0(Xxi � x2i ) (6.3)Rewriting, we getX2 kXi=1 xif(xi) + Xf(X) kXi=1 x2i � X kXi=1 x2if(xi) + X2f(X) kXi=1 xi (6.4)Adding Equation 6.2 and Equation 6.4,kXi=1 x2i kXi=1 xif(xi) +X2 kXi=1 xif(xi) + Xf(X) kXi=1 x2i �kXi=1 xi kXi=1 x2if(xi) +X kXi=1 x2if(xi) + X2f(X) kXi=1 xiAdding X3=f(X) to both sides and fa
toring, we get: kXi=1 x2i +X2! kXi=1 xif(xi) + Xf(X)! � kXi=1 xi +X! kXi=1 x2if(xi) + X2f(X)!This is just Equation 5.5 for n = k + 1. Hen
e, by the prin
iple of mathemati
alindu
tion, Equation 5.5 holds for any number of 
ows, n.26



� Case 2: The de
rease poli
y in
reases fairness. The algebra is exa
tly the same asabove, ex
ept that 1=f(�) is repla
ed by �g(�), whi
h is also a non-in
reasing fun
tion.Sin
e one of f(x) or g(x) is stri
tly in
reasing, one of the two poli
ies I or D will ensure astri
t inequality as required by Theorem 5.2.Note that the previous argument for 
onvergen
e to eÆ
ien
y still holds for then-
ow 
ase and need not be repeated again.6.3 1-CYRF: Generalizing CYRFIn se
tion 5.1, it was shown that the de
rease poli
y of binomial 
ongestion 
ontrol maya
tually worsen the fairness index for 0 � l < 1. However, Corollary 5.2 showed that it
an still 
onverge to fairness under suitable 
onditions. In this se
tion, we generalize this
orollary for CYRF and obtain another 
lass of proto
ols, 
alled 1-CYRF be
ause they arerequired to be 1-responsive (se
tion 3.3.4).Spe
i�
ally, suppose we drop the 
onstraint that g(x) should be monotoni
ally non-de
reasing without 
hanging the requirements on f(x). Now, ea
h appli
ation of the in
reasepoli
y will still in
rease the fairness index. However, the de
rease poli
y 
an now worsenfairness.However, if the in
rease in F 
an o�set the de
rease, the system will still 
onvergeto fairness over ea
h 
ongestion epo
h. To a

omplish this, we impose a stronger 
onstraintthat the in
rease in F from a single appli
ation of I must be more than the de
rease in Ffrom a single appli
ation of D. Further, we enfor
e the 1-responsiveness 
ondition. Thiswill ensure that ea
h appli
ation of a de
rease poli
y is pre
eded by atleast one in
rease sothat in deterministi
 steady-state, F will still in
rease over ea
h 
ongestion epo
h.Clearly, the 1-responsiveness 
ondition (Equation 3.2) is satis�ed if f(x)g(x) � 1 forsuÆ
iently large window sizes. An appliation of I followed by an appli
ation of D in
reasesfairness if Equation 5.2 is satis�ed. Here �x = x=f(x)�xg(x+x=f(x)) � x(1=f(x)�g(x)).To satisfy Equation 5.2, we must have1=f(x1)� g(x1) � 1=f(x2)� g(x2)27



if x1 � x2. Noti
e that if f(x)g(x) is a monotoni
ally non-de
reasing fun
tion, then1f(x) � g(x) = 1� f(x)g(x)f(x)is a monotoni
ally non-in
reasing fun
tion and thus the inequality required above will beautomati
ally satis�ed. Again, atleast one of f(x) or f(x)g(x) must be stri
tly in
reasinga

ording to the requirements of Theorem 5.1. Thus we are led to the following result:Theorem 6.3 Let f(x) and g(x) be any (
ontinuous) di�erentiable non-negative fun
tionsfor x � 1. Also, let f(x) and f(x)g(x) be monotoni
ally non-de
reasing and let g(x) � 1 andf(x)g(x) � 1. Then the following in
rease and de
rease poli
ies ensure 
onverge to fairnessand eÆ
ien
y for two 
ows sharing a bottlene
k link:I : x(t+R)  x(t) + x(t)=f(x(t)) ; f(x(t)) > 0D : x(t+R)  x(t)� x(t)g(x(t)) ; 0 < g(x(t)) < 1 (6.5)It 
an also be shown that 1-CYRF 
onverges to fairness for n-
ows. The proof isvery similar to Theorem 6.2. The in
rease 
ase is exa
tly the same. In the de
rease 
ase,instead of �g(�), we use 1=f(x)�g(x), whi
h is a de
reasing fun
tion as shown above. Thuswe have:Theorem 6.4 With syn
hronized feedba
k, 1-CYRF 
onverges to fairness for n > 2 
ows.6.4 1-CYRF as a Uni�ed Framework for WBFNoti
e that most CYRF proto
ols are also 1-CYRF proto
ols { if f(x), g(x) are mono-toni
ally non-de
reasing, so is their produ
t f(x)g(x). We only require 1-responsiveness,f(x)g(x) � 1, whi
h may not be satis�ed by some CYRF proto
ols.Also, by substituting f(x) = x, and g(x) = 1=2 in Equation 6.1, we get Equation 3.1.Thus TCP is a spe
ial 
ase of CYRF. Observe that f(x) = x and g(x) = 1=2 are bothdi�erentiable monotoni
ally non-de
reasing fun
tions and g(x) is upperbounded by 1 asrequired. Similarly, we 
an show that GAIMD is a spe
ial 
ase of CYRF (f(x) = x=�, andg(x) = �). Binomial 
ongestion 
ontrol (f(x) = xk+1=�, and g(x) = �xl�1) is an exampleof a 1-CYRF proto
ol that is not CYRF. 28



This provides us with a powerful framework for analyzing WBF proto
ols. Forexample, Corollaries 5.1, 5.3 follow dire
tly as spe
ial 
ases of Theorems 6.1, 6.2 respe
-tively. In fa
t, Theorem 6.4 also impli
itly proved that n binomial 
ows 
onverge to fairnessalthough Corollary 5.4 did not expli
itly attempt to prove this.
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However feeble the su�erer and however great the oppressor, it is in the natureof things that the blow should re
oil upon the aggressor.{ Ralph Waldo Emerson
Chapter 7
TCP-Friendly CYRFWhile Chapter 6 showed that any number of 
ompeting CYRF 
ows sharing a bottlene
klink will 
onverge to fairness, this is not suÆ
ient in a heterogeneous Internet where theother 
ompeting 
ows may be non-CYRF 
ows, or even CYRF with the di�erent f(x)and g(x). In this 
hapter, we derive a simple 
ondition for a smooth CYRF 
ow to beTCP-friendly. As dis
ussed below, TCP-friendliness 
an be regarded as a weaker fairness
onstraint, and also as an essential 
ondition for deployment in the heterogeneous Internet.In parti
ular, smooth proto
ols are by de�nition slowly responsive to 
ongestion indi
ations.TCP-friendliness is a way of limiting the aggressiveness of su
h 
ows so that the other 
owsare not hurt by an over-aggressive and non-responsive 
ow.7.1 TCP-FriendlinessSeveral new 
ongestion 
ontrol proto
ols have been motivated by the TCP-friendliness ar-gument. Previously, the fairness requirement di
tated that all 
ows in a network shoulduse the same WBF proto
ol, whi
h by default, was TCP. TCP-friendliness is a relaxationof this 
onstraint. It allows non-TCP appli
ations as long as they use the \TCP-friendlyequation," (that is, they maintain the arrival rate to at most some 
onstant 
, over thesquare root of the pa
ket loss rate p) [21℄. Sin
e TCP's throughput is proportional to the1=pp [26℄, TCP-friendly 
ows with a suitable 
onstant 
 send roughly the same amount30



of data as a 
onformant TCP 
ow under 
omparable 
onditions (same RTT, MTU et
). Inthis 
hapter, we will o

asionally leave the 
onstant unspe
i�ed.This 
riterion that no 
ow should send more than a 
omparable 
onformant TCP
ow is 
alled as TCP-
ompatibility [4℄. Thus TCP-friendliness 
an be regarded as a way ofenfor
ing the TCP-
ompatibility requirement. TCP-friendliness is seen as being essentialfor several reasons:� TCP-friendlines ensures a weak fairness bound for same-proto
ol 
ows |If a proto
olis TCP-friendly, then all 
ows send at some 
onstant times the rate of TCP, and thusroughly send the same amount of data in a suÆ
iently long time-frame.� By the same argument, di�erent-proto
ol 
ows sharing a bottlene
k link 
an be fair toea
h other. This distinguishes TCP-friendliness from the previous fairness 
onstraint.� It ensures that the 
urrently dominant transport proto
ol over the Internet, TCP, doesnot su�er as a result of newer proto
ols being deployed.� This does not require any 
hange to the existing network ar
hite
ture, and 
an beeasily deployed sin
e it is an end-to-end me
hanism.We now obtain an alternative 
hara
terization of TCP-friendliness in steady-state.Lemma 7.1 (TCP-Friendliness Criterion) A 1-responsive proto
ol with a 
ongestionepo
h of size n during whi
h Sn pa
kets are sent is TCP-friendly in deterministi
 steady-state if: n2Sn = 23 (7.1)Proof: First, we will show that if n2=Sn = 
 for some 
onstant 
, then the throughput T isinversely proportional to 1=pp. We will then use the fa
t that TCP itself is TCP-friendlyand dedu
e that 
 = 2=3.Suppose the pa
ket size is B and the steady-state (or average) round-trip time is R.Then the (long-term) throughput is given by T = SnB=nR. Sin
e B and R are 
onstant fora given 
ow, if n / pSn we have that T /pSn31



But by de�nition, the loss rate p is given by p = 1=Sn. Rewriting the above we getT / 1=ppThus if n2Sn = 
 (7.2)then the 
ow is TCP-friendly.To get the proportionality 
onstant, we just need to plug in the values of n and snfor some TCP-friendly proto
ol. In parti
ular, we know that TCP itself is TCP-friendly.Suppose the maximumwindow size in a TCP 
ongestion epo
h isWTCP . From Equation 3.1we 
an see that the su

essive window sizes during a sequen
e of appli
ations of the in
reasepoli
y form an arithmeti
 series with a term di�eren
e of 1. Thus we haveWTCP =WTCP=2 + (n� 1)This gives us n �WTCP=2We also get the number of pa
kets sent as the sum of the series:Sn = n2 �2WTCP2 + (n� 1) � 1� � 3W 2TCP8Plugging these values into Equation 7.2, we getn2Sn = 23for TCP-
ompatibility.By a very similar argument, we 
an show that a k-responsive proto
ol is TCP-friendly if kn2Sn = 23 (7.3)In this proof, we made extensive use of the fa
t that that within a single 
ongestionepo
h, the su

essive window sizes of a TCP 
ow form an arithmeti
 series. Next we showthat we 
an say the same for any smooth 
ow. This result will be useful in showing that anarbitrary smooth proto
ol 
on�rms to the TCP-friendly 
riterion.32



7.2 SmoothnessTCP-friendliness was originally motivated by the requirements of multimedia 
ows whi
h
annot tolerate TCP's abrupt de
rease-by-half of the sending rate. A TCP-friendly 
ow 
ande
rease its sending rate by a lesser amount and also in
rease its sending rate more slowlyin su
h a way that its mean throughput over a suÆ
iently large time-s
ale is roughly thesame as that of TCP.Thus a TCP-friendly 
ow usually has smoothness as an additional 
riterion. Intu-itively, the smoother a 
ow is, the lesser will be its de
rease in response to a 
ongestionindi
ation from the network. Smoothness has been variously measured by the largest re-du
tion of the sending rate in one round-trip time in the deterministi
 steady-state s
enario(Floyd et al. [11℄) and the 
oeÆ
ient of variation of the time-series representing su

es-sive window sizes (Yang et al. [40℄). In this work, we look at smoothness as an (optional)
hara
teristi
 of a WBF proto
ol rather than as a metri
.We say a WBF proto
ol is smooth if its in
rease and de
rease poli
ies are smooth.An window in
rease or de
rease poli
y P : xt+R  xt +�x, where x is the window size, issaid to be smooth if j�xj � x (7.4)As we have noted before, typi
ally, �x is a fun
tion of x.An interesting aspe
t of smooth WBF proto
ols is that their su

essive window sizes
an be approximated by an arithmeti
 series.Lemma 7.2 (Smoothness Lemma) The window sizes 
orresponding to su

essive appli-
ations of a smooth in
rease/de
rease poli
y P form an arithmeti
 series (approximately).Proof: Suppose the poli
y P is su

essively applied several times as follows:xt+R  xt +�xtxt+2R  xt+R +�(xt+R):...Be
ause j�xj � x and j�(xt+R)j � xt+R, we 
an writext+2R � xt + 2�(xt)33



or in general, xt+nR � xt + n�(xt) (7.5)for n su

essive appli
ations of P (n being of atmost the order of x so that the errors dontadd up signi�
antly).Note that GAIMD's de
rease poli
y does not satisfy j�xj � x. However, the re-lation (7.5) 
an still be applied to the in
rease poli
y. In fa
t, be
ause �x is 
onstant, wehave the following for both TCP and GAIMD's in
rease poli
ies:xt+nR = xt + n�(xt) (GAIMD, TCP) (7.6)7.3 CYRF with the TCP-Friendliness ConstraintIn this se
tion, we will use the above results to derive the 
onditions for a CYRF 
ow to beTCP-friendly. We will also obtain, as spe
ial 
ases of this, the previously known 
onditionsfor GAIMD and Binomial Congestion Control proto
ols to be TCP friendly.The following theorem gives a relation between f(x) and g(x) so that the TCP-friendliness 
ondition (Equation 7.1) is satis�ed. We use the smoothness 
riterion (Equa-tion 7.4) and the Smoothness Lemma (Lemma 7.2) to simplify the analysis.Theorem 7.1 In steady-state, smooth 1-responsive CYRF proto
ols are TCP-friendly if:f(x)g(x) / x (7.7)and stri
tly TCP-
ompatible if: f(X) = X(2� g(X))3g(X) (7.8)Proof: The proof pro
eeds as follows: We invoke the Smoothness Lemma and approximatethe su

essive window sizes during the appli
ation of the in
rease poli
y of Equation 6.1 byan arithmeti
 series. Then we �nd n, the size of the 
ongestion epo
h, as the number ofterms in this series, and Sn, the number of pa
kets sent during this epo
h, as the sum ofthe series. Using this in Equation 7.1, we get the desired result. Along the way, we makeuse of the approximation g(x)� x, whi
h holds be
ause of the smoothness of the proto
ol.34



Suppose X is the maximum window size, just before the appli
ation of D. Theminimum window size, just after the appli
ation of D is also the initial window size, x,be
ause of the steady-state 
ondition.x = X �Xg(X) (7.9)To �nd n, we write X = x+ (n� 1)x=f(x) (7.10)Be
ause of smoothness, we 
an approximatexf(x) = X(1� g(X))f(X(1� g(X))) � X=f(X) (7.11)Plugging into Equation 7.10 we getn = f(X)g(X) + 1 � f(X)g(X) (7.12)Similarly we �nd the number of pa
kets sent as:Sn = n2 �2(X �Xg(X)) + f(X)g(X) � Xf(X)� (7.13)= n2X(2� g(X)) (7.14)Substituting from Equations 7.12, 7.13 in Equation 7.1 we get the TCP-
ompatibility 
on-dition as 2(1 + f(X)g(X))X(2� g(X)) = 23Simplifying, f(X) = X(2� g(X))3g(X)whi
h is the 
ondition for stri
t TCP-
ompatibility.If g(X)� 2 we 
an write f(X)g(X) = X=3 (7.15)Hen
e we 
an get the result f(X)g(X) / Xwhi
h ensures TCP-friendliness. 35



We have impli
itly assumed in Equation 7.9 that this proto
ol is 1-responsive. Ob-serve that if the window size x is greater than 3, Equation 7.15 does indeed ensure that thefollowing 1-responsiveness 
ondition for CYRF holds:f(x)g(x) � 1 (7.16)Although GAIMD is not a smooth proto
ol, we have noted previously that thesmoothness lemma applies to GAIMD also. Similarly observe that the approximation inEquation 7.11 also holds for GAIMD. Thus Equation 7.8 holds for GAIMD (and hen
eTCP) also. Substituting f(x) = x=�, and g(x) = �, we get the following result:Corollary 7.1 GAIMD is TCP-
ompatible if� = 3�(2� �) (7.17)This is a simpli�ed 
ondition for GAIMD to be TCP-
ompatible ignoring the e�e
tof timeouts. A slightly di�erent proof of this result is given by [11℄. Again, this veri�esEquation 7.8 in a way. [41℄ gives a di�erent 
ondition taking timeouts into 
onsideration.Similarly, substituting f(x) = xk+1=�, and g(x) = �xl�1 in Equation 7.7, we seethat binomial 
ongestion 
ontrol will be TCP-friendly if xk+l / x. Thus we have:Corollary 7.2 Binomial Congestion Control is TCP-friendly if k + l = 1.This is 
alled the k + l-rule in the original binomial 
ongestion 
ontrol paper [2℄.
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What we 
all the beginning is often the endAnd to make an end is to make a beginning.The end is where we start from.{ T.S. Eliot, Little Gidding (Four Quartets)
Chapter 8
Con
lusion and Future WorkIn this thesis, we address the needs of several new Internet appli
ations su
h asstreaming media 
ows that 
annot fun
tion well over TCP. We presented a framework thatallows an appli
ation to 
hoose from a huge palette of window based 
ongestion 
ontrolproto
ols 
alled CYRF that have been designed to be feasible, i.e., they 
onverge to fairnessand eÆ
ien
y.In parti
ular we showed that a window based proto
ol 
an safely grab bandwidthusing the poli
y x(t+R) x(t)+x(t)=f(x(t)). An appli
ation 
an 
hoose a slowly in
reasingfun
tion for f(x) if it needs to to be aggressive and obtain bandwidth as soon as possible.Similarly, it 
an respond to 
ongestion indi
ations using the de
rease poli
y x(t + R)  x(t)�x(t)g(x(t)). Slowly in
reasing g(x) give smoother 
ows and sublinear fun
tions resultin 
ows that are smoother than TCP. We also gave simple relations between f(x) and g(x)for smooth CYRF 
ows to satisfy the TCP-friendliness 
onstraint.We also brie
y looked at a more general 
lass of proto
ols 
alled 1-CYRF and showedthat 
ommonly used window based 
ongestion 
ontrol proto
ols su
h as TCP, GAIMD, andbinomial 
ongestion 
ontrol are spe
ial 
ases of this. We derived several known importantresults about these proto
ols as spe
ial 
ases of the results for CYRF and 1-CYRF. Thus,1-CYRF and CYRF 
an also be thought of as a uni�ed framework for the analysis of window37



based proto
ols.We believe that some of the results obtained here 
an have appli
ations outside theCYRF model. For example, the 
onditions for 
onvergen
e to fairness derived in Chapter 5and the TCP-friendly equation in Lemma 7.1 
an easily be applied to other situations.On the other hand, the results for CYRF, spe
i�
ally the proofs of 
onvergen
e to fairnessand eÆ
ien
y (Chapter 6), and the 
onditions for TCP-friendliness and TCP-
ompatibility(Theorem 7.1) shed some insight into the notions of fairness, eÆ
ien
y and TCP-friendliness.Possible dire
tions for future work in
lude experimental evaluation of representativeCYRF proto
ols under various stati
, transient and dynami
 situations and in di�erentnetwork topologies. Re
ent work on binomial 
ongestion 
ontrol and GAIMD has shownusing simulations that several CYRF proto
ols su
h as SQRT (binomial with k = l = 1=2),IIAD (binomial with k = 1, l = 0) and GAIMD with � = 0:31 and � = 7=8 work wellin several 
anoni
al network topologies and 
onditions. However, there are 
learly otherCYRF proto
ols that would satisfy the needs of di�erent appli
ations better and perhapsother CYRF proto
ols that work better for multimedia 
ows than IIAD, SQRT or GAIMDunder 
ertain 
onditions. The analysis and dis
overy of di�erent WBF proto
ols for di�erentkinds of appli
ations is an ex
iting topi
 for further study.Finally, to simplify our analysis, we assumed a rather restri
tive model in Chapter 3that does not truly represent the 
urrent Internet. It remains to be seen whether the resultspresented here hold under more general assumptions.
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