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ABSTRACTCongestion ontrol protools rely on reeivers to support fairbandwidth sharing. However, a reeiver has inentives toeliit self-bene�ial bandwidth alloations and hene may ma-nipulate its ongestion ontrol protool. Whereas the issueof reeiver misbehavior has been studied for uniast onges-tion ontrol, the impat of reeiver misbehavior in multiastremains unexplored. In this paper, we examine the prob-lem of fair ongestion ontrol in distrusted multiast environ-ments. We lassify standard mehanisms for multiast on-gestion ontrol and determine their potential vulnerabilitiesto reeiver misbehavior. Our evaluation of prominent multi-ast protools shows that eah of them is suseptible to attaksby a misbehaving reeiver.
1. INTRODUCTIONExisting protools for ongestion ontrol rely on reeivers tosupport fair bandwidth alloation and assume that reeiversalways at aording to the design spei�ation. This assump-tion is not tenable in the Internet. While information souresand network providers have an interest in fair delivery of theinformation to all their lients, an individual lient is inter-ested in maximizing its own throughput. Thus, reeivers haveinentives to exeed their fair bandwidth shares at the ex-pense of ompeting traÆ. Moreover, open-soure operatingsystems provide misbehaving reeivers with means to manip-ulate ongestion ontrol protools.In uniast ongestion ontrol, the reeiver noti�es the senderabout the ongestion status. Based on this feedbak, thesender adjusts its transmission. Aording to reent studiesof TCP, a misbehaving reeiver an abuse its feedbak to in-ate transmission and aquire an unfairly high throughput [5,15℄. In proposed solutions, the sender protets against themisbehavior by verifying the feedbak orretness.In omparison to uniast, multiast reeivers have addi-tional inentives to violate ongestion ontrol protools: ifa misbehaving reeiver gains an unfair bandwidth advantageover other reeivers in the same multiast session, the reeiverseures an unfair edge over the entities interested in the sameinformation. Nevertheless, we are not aware of any prior stud-ies of reeiver misbehavior in multiast ongestion ontrol.Two di�erenes between multiast and uniast are pertinentto ongestion ontrol:� Reeiver Multipliity. If eah multiast reeiver reportsits ongestion status diretly to the sender, the feed-bak from a large session an overwhelm the network or

the sender. To avoid the feedbak implosion, salablefeedbak-driven protools employ an additional meha-nism to suppress or aggregate the feedbak. Also, thesender of a salable multiast session is not aware of thereeiver identities.� Reeiver Heterogeneity. If a multiast session has re-eivers with heterogeneous apabilities, transmission ata single rate does not fully aommodate all the re-eivers. Some protools ompose a session from severalmultiast groups and assign the reeivers to the groupsaording to the reeiver apabilities. In suh protools,subsription to a multiast group onstitutes a onges-tion ontrol mehanism.The additional mehanisms of feedbak suppression, feed-bak aggregation, and group subsription are a soure of ad-ditional vulnerabilities in multiast ongestion ontrol. Forexample, a misbehaving reeiver of a multi-group session anaquire an unfairly high bandwidth by maintaining an un-fairly high subsription. Feedbak-driven multiast protoolsalso fae new types of reeiver misbehavior: the misbehaveran eliit an unfairly high transmission by failing to report orby suppressing legitimate reports from other reeivers. Notethat veri�ation of feedbak orretness at the sender doesnot protet against inated subsription or inomplete feed-bak. Thus, uniast-style protetion does not solve the harderproblem of multiast reeiver misbehavior.In this paper, we examine distrusted environments where amultiast reeiver an manipulate its ongestion ontrol proto-ol to eliit a self-bene�ial bandwidth alloation. We lassifyexisting mehanisms for multiast ongestion ontrol and de-termine their potential vulnerabilities to reeiver misbehavior.Our evaluation of prominent multiast protools shows thateah of them is suseptible to attaks by a misbehaving re-eiver.Note that the examined problem is di�erent from denial-of-servie attaks where a misbehaving reeiver is not inter-ested in exeeding its fair bandwidth share. Suh a misbe-haver enjoys a riher arsenal of disruptive ations. For exam-ple, a misbehaving reeiver an waste bottlenek bandwidthby transmitting spurious data to legitimate or fabriated ses-sions. This wastage prevents well-behaving parties from de-livering their data at fair rates. Sine opportunities for purelydestrutive misbehavior are more opulent, denial-of-servie at-taks present a greater hallenge.The rest of this paper is strutured as follows. In Setion 2,we review multiast ongestion ontrol mehanisms. Setion 3



Paradigms Mehanisms ProtoolsSingle-group Feedbak-free Multi-group feedbak-drivenFeedbak-driven Feedbak generation RMTP, SAMM, DSG, SIM, MLDAtransmission TFMCC, pgmadjustment Feedbak aggregation RMTP, SAMM SIMFeedbak suppression TFMCC, pgm DSG, MLDAGroup Group subsription RLM, RLC, DSG, SIM, MLDAmembership FLID-DL, WEBRCregulation Subsription synhronization RLM, RLC, DSG, SIM, MLDAFLID-DL, WEBRCTable 1: Classi�ation of multiast ongestion ontrol protools.presents our threat model. Setion 4 evaluates existing de-signs experimentally. Setion 5 analyzes our �ndings. Finally,Setion 6 ontains a summary of the paper.
2. CONTROL MECHANISMSTo be salable, feedbak-driven multiast protools limit theamount of feedbak to the sender. Aggregation and suppres-sion are two alternative mehanisms for providing the senderwith a brief summary of the session ongestion status.In feedbak aggregation, reeivers pass their reports up alongthe edges of a logial tree rooted at the sender. Internal nodesof the tree redue the amount of the feedbak by onsolidatingthe provided information: eah internal node gathers reportsfrom its subtree, ompiles their summary, and transmits a newreport with the aggregated information towards the root. Var-ious implementations of feedbak aggregation have been pro-posed. Some protools { suh as RMTP [13℄ { build the aggre-gation tree entirely from reeivers. Shemes like SAMM [19℄aggregate feedbak in routers or other network devies.In feedbak suppression, a reeiver reports its status diretlyto the sender. Unlike feedbak aggregation, this mehanismdoes not rely on intermediaries to generate new reports withaggregated information. Instead, feedbak suppression �ltersout those reports that do not re�ne the urrent summary ofthe session ongestion status. For example, in TFMCC [20℄where the ongestion summary is the fair rate for the slow-est reeiver, the sender multiasts its urrent summary to thesession and thereby anels reports from the reeivers withhigher fair rates. Multiast of the ongestion summary is notthe only implementation of feedbak suppression. Some pro-tools { suh as pgm [14℄ { suppress feedbak at routers:a router disards reports that do not re�ne the feedbak for-warded by this router earlier.To address reeiver heterogeneity, multiast protools om-pose a session from several multiast groups. By joining andleaving the groups through IGMP [6℄, eah reeiver ontrolsits level of partiipation in the session. In suh multi-groupprotools, group subsription beomes a ongestion ontrolmehanism. In fat, RLM [10℄, RLC [18℄, FLID-DL [1℄, andWEBRC [9℄ provide no feedbak to the sender and ontrolongestion through regulation of group membership.Fairness of bandwidth alloation in a multi-group sessiondepends on the ability of a reeiver to onverge to its fairsubsription level. To failitate this onvergene, some mul-tiast ongestion ontrol protools inorporate a mehanismfor subsription synhronization. One again, there exist dif-ferent implementations of this mehanism. In RLM, reeiversoordinate their ations via so-alled shared learning: beforesubsribing to a group, a reeiver announes its intention tothe other reeivers. RLC and FLID-DL synhronize subsrip-tions through expliit signals from the sender: a reeiver an

add a group only upon an inrease signal; inrease signals aresent less frequently to reeivers with higher subsription lev-els. Reeivers in WEBRC oordinate their subsriptions byonverging to rates derived from an equation for TCP-friendlythroughput [12℄.While group membership regulation and feedbak-driventransmission adjustment onstitute two di�erent paradigmsfor multiast ongestion ontrol, they are not mutually ex-lusive. Combining these paradigms in one design improvesfairness and eÆieny of bandwidth alloation in heteroge-neous multiast environments [4, 8℄. DSG [2, 3℄, SIM [7℄, andMLDA [16℄ are multi-group feedbak-driven protools that ad-just both membership and transmission rates of the groups.Table 1 lassi�es the mentioned prominent multiast proto-ols with respet to their ongestion ontrol mehanisms.
3. THREAT MODELWe de�ne a threat as a general pattern of multiast reeivermisbehavior that an reward the misbehaver with an unfairbandwidth advantage over other reeivers in the network. Toreate our threat model, we examine multiast ongestion on-trol mehanisms and determine their potential vulnerabilities.The paradigm of feedbak-driven transmission adjustmentengages multiast reeivers in providing the sender with asummary of the session ongestion status. The sender usesthis information to adjust its transmission. By distortingthe ongestion summary, a misbehaving reeiver an trikthe sender into unfairly high transmission. After the inatedtransmission fores well-behaving ross traÆ to reede, themisbehaving reeiver unfairly aquires the released bandwidth.This general attak of inated transmission omes in variousinstantiations that exploit di�erent vulnerabilities in the on-trol mehanisms of the feedbak-driven paradigm.Feedbak generation intrinsially resides in reeivers: eahreeiver prepares and transmits reports about its ongestionstatus. To distort the ongestion summary, a misbehavingreeiver an issue inorret reports. This threat is analogousto reeiver misbehavior in uniast ongestion ontrol [5, 15℄.However, inorret reports are not the only threat to feed-bak generation in multiast. Failure to report an also boosttransmission by distorting the ongestion summary.In feedbak aggregation, eah internal node of the aggrega-tion tree replaes inoming feedbak with a smaller numberof aggregated reports. If the aggregation tree onsists of re-eivers, a misbehaving reeiver inside the tree an issue forgedaggregated reports that ignore or falsify information providedto the misbehaver by other reeivers.Feedbak suppression uses a report from a reeiver to �l-ter out subsequent feedbak that does not re�ne this earlierreport. Manipulation with feedbak suppression through a spu-rious report an also distort the ongestion summary.
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Figure 1: The network topology in our experiments.In the paradigm of group membership regulation, groupsubsription allows a reeiver to selet its subsription levelin a multi-group session. Sine IGMP does not restrit multi-ast group membership, a misbehaving reeiver an join thosegroups where transmission exeeds the fair rate for the misbe-haver. The unfairly high subsription rewards the misbehaverwith an unfairly high throughput after the ompeting well-behaving traÆ reedes. Thus, inated subsription poses athreat to fairness of multiast ongestion ontrol.The mehanism of subsription synhronization oordinatesations of reeivers to failitate onvergene to fair subsrip-tion levels. If a reeiver's deision to join or to leave a groupdepends on information supplied by another reeiver, a misbe-having reeiver an manipulate the subsription levels of theothers. By preventing other reeivers from subsription, a mis-behaving reeiver keeps their subsription levels unfairly lowand thus aquires an unfair bandwidth advantage over them.To sum up the above disussion, we list the six threats ofmultiast reeiver misbehavior: 1) Inorret reports, 2) Failureto report, 3) Forged aggregated reports, 4) Manipulation withfeedbak suppression, 5) Inated subsription, and 6) Preven-tion of other reeivers from subsription.In the next setion, we use the proposed threat model toevaluate existing protools for multiast ongestion ontrol.
4. EXPERIMENTS

4.1 Experimental MethodologyFor eah threat in our model, we evaluate one protoolfrom Table 1. Sine our model de�nes threats with respetto ontrol mehanisms, we selet a representative protool fora threat from the table row for the orresponding mehanism.We use NS-2 [11℄ and ondut all our experiments in thesame network. Figure 1 marks bottlenek links with their a-paities. The apaity of eah unmarked link is 100 Mbps.All the links have a delay of 10 mse and a bu�er for twobandwidth-delay produts. Multiast sessions M and N on-trol ongestion using the evaluated multiast protool. Ses-sion M serves four reeivers M1, M2, M3 and M4 that anmisbehave. Well-behaving reeivers N1 and N2 ompose ses-sion N . Uniast sessions A, B, C, and D adhere to TCPReno. Eah sender transmits as muh data as its protoolallows. The paket size in eah session is 1000 bytes.We run eah simulation for 200 seonds. Unless we stateexpliitly otherwise, a misbehaving reeiver starts its attak100 seonds into the experiment. We measure throughputand loss rates for the misbehaver and other reeivers. For re-

liable protools, we onsider only sequentially delivered datato ompute the throughput. In unreliable protools, the re-ported throughput reets all delivered data.
4.2 Experimental Results

4.2.1 Incorrect reports in TFMCCTFMCC [20℄ is a single-group protool where eah reeiveruses an equation for TCP-friendly throughput to alulate itsfair rate. The sender adjusts its transmission to the lowest ofthe fair rates reported by the reeivers.The slowest reeiver an attak TFMCC by reporting anexaggerated rate and boosting the transmission. However,the misbehaver does not bene�t if the inated transmissionswamps its bottlenek link and auses persistent heavy losses.Also, the misbehavior does not raise the transmission beyondthe smallest rate reported by a well-behaving reeiver. Topro�t the most from the attak, the misbehaving reeiver anadjust the reported exaggerated rate and maintain the fastesttransmission that does not result in ongestion.In our experiment, M1 is the only misbehaving reeiver.The fair rate for M1 is 250 Kbps. The slowest well-behavingreeiver M2 has a fair rate of 1 Mbps. After 100 seonds, M1misbehaves by reporting a rate of 900 Kbps. Figure 2a showsthat the attak rewardsM1 with a substantial throughput ad-vantage over well-behaving reeivers C, D, and N1. Figure 2bpresents the orresponding loss rates.
4.2.2 Failure to report in TFMCCTo attak TFMCC, the slowest reeiver an also hoose tobe silent and boost the transmission to the smallest rate re-ported by a well-behaving reeiver. If the inated transmis-sion overloads its bottlenek link, the misbehaver detets thepersistent losses and disontinues the attak as disadvanta-geous. In omparison to inorret reports, failure to reportgives the misbehaver less ontrol over the transmission. How-ever, if the sender in TFMCC would verify the orretness ofreported rates, this veri�ation would ward o� attaks basedon inorret reports but ould not protet against missing re-ports. Thus, failure to report an spring more potent attaks.As in the experiment above,M1 is the only misbehaver. Af-ter 100 seonds, M1 does not report to the sender. Guided byreports from M2, session M inreases transmission to 1 Mbpsand subdues the well-behaving ross traÆ. Figure 3 presentsthroughput and losses for reeivers C, D, N1, and M1.
4.2.3 Forged aggregated reports in RMTPRMTP [13℄ is a reliable protool that marks data paketswith sequene numbers. Eah reeiver spei�es lost paketsin its feedbak. RMTP designates some reeivers to aggre-gate feedbak from other reeivers. Every designated reeiveralso retransmits lost pakets to its hildren in the aggregationtree. To ontrol ongestion, the sender monitors the highestreported loss rate. If this loss rate exeeds a threshold, thesender uts its transmission to a minimum. While the lossesstay below the threshold, the transmission rate grows linearly.A designated reeiver an attak RMTP by failing to re-lay loss reports from its aggregation subtree. If the ignoredreports belong to the slowest reeivers, the sender boosts itstransmission. In omparison to own distorted feedbak, forgedaggregated reports reward the misbehaver more and punishthe others harsher. In the above attaks on TFMCC, the mis-behaver an raise the transmission up to the fair rate for theslowest well-behaving reeiver. This inrease an be small. Inthe attak on RMTP, the fastest reeiver an govern the trans-


