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#### Abstract

In this paper, a modification of the blocked algorithm for reduction to Hessenberg form is presented that improves performance by shifting more computation from less efficient matrix-vector operations to highly efficient matrix-matrix operations. Significant performance improvements are reported relative to the performance achieved by the current LAPACK implementation.


## 1 Introduction

The reduction to Hessenberg form is an important and time consuming step in the computation of the Schur decomposition of a square nonsymmetric matrix. The Schur decomposition itself is important since it solves the nonsymmetric eigenvalue problem [9] and is a step towards the solution of the Sylvester equation and other linear algebra equations that arise in control theory [15, 2, 8, 9]. Thus, improving the performance of this computation impacts a number of important applications.

Algorithms for the computation of the reduction to Hessenberg form date back to the early 1960s [17, 13]. In the 1980s, it was observed that the key to attaining high performance on architectures with complex multilevel memories is to cast computation in terms of matrix-matrix operations, like the matrix-matrix product. These operations are supported by the level-3 Basic Linear Algebra Subprograms (BLAS) [5]. The idea is that such operations perform $O\left(n^{3}\right)$ floating point operations (flops) on $O\left(n^{2}\right)$ data, where $n$ equals the matrix dimension of the operands. This allows data to be brought into fast cache memory, amortizing the cost of this data movement over a large number of computations. An algorithm that casts part of the computation required for the reduction in terms of matrix-matrix operations (level 3 BLAS) was first presented in [7]. The currently most widely used library for linear algebra operations, the Linear Algebra Package (LAPACK) [1], incorporates one such algorithm in the routine DGEHRD.

As we will review later in this paper, inherently a considerable part of the computation must be in terms of matrix-vector operations (level-2 BLAS [6]) that attain only a modest percent of the peak of an
architecture due to memory bandwidth limitations. Thus, even if the rest of the computation is cast in terms of level-3 BLAS, the part that requires level-2 BLAS will remain and will limit the percentage of peak that the algorithm can achieve. The problem with the implementation that is currently part of LAPACK is that it leaves more computation in terms of level-2 BLAS than necessary. It is this shortcoming that the algorithm in this paper addresses.

The primary benefit of our new implementation is a shift of computation from level- 2 to level- 3 BLAS. A secondary benefit comes from the fact that the computation that is not in level-3 BLAS involves less data, improving data locality and reducing cache traffic during those operations: The current LAPACK implementation touches in every iteration (that is, $n$ times) all columns to the right of the current column while our algorithm only touches the part of those same columns that is below the current row.

The remainder of this paper is organized as follows: Householder transformations and related transforms are reviewed in Section 2. The traditional (unblocked) algorithm for reduction to Hessenberg form is given in Section 3. Blocked algorithms are then described in Section 4. Performance results are given in Section 5 followed by concluding remarks in the final section.

## 2 Householder transforms

Given a nonzero vector $u \in \mathbb{R}^{m}$, a Householder transformation (or reflector) is defined by $H=I_{m}-u u^{T} / \tau$, where $I_{m}$ denotes the (square) identity matrix of order $m$ and $\tau=u^{T} u / 2$ [11]. It is an orthogonal matrix $\left(H^{T} H=H H^{T}=I_{m}\right)$ and symmetric $\left(H^{T}=H\right)$. This transformation has wide application in the solution of linear least-squares problems, the computation of orthonormal bases, and the solution of the algebraic eigenvalue problem.

Householder transformations will be used in this paper in an effort to annihilate elements below the first subdiagonal of a given matrix. More precisely, given vector $x$, partition $x=\left(\chi_{1} \mid x_{2}\right)^{T}$, where $\chi_{1}$ equals the first element of $x$. Define the Householder vector associated with $x$ as the vector $u=\left(1 \mid u_{2}\right)^{T}$, where $u_{2}=x_{2} / \rho_{1}$ with $\rho_{1}=\chi_{1}+\operatorname{sign}\left(\chi_{1}\right)\|x\|_{2}$. Here $\operatorname{sign}(\alpha)$ returns 1 or -1 depending on the sign of $\alpha$. Let $\tau=u^{T} u / 2$. Then $\left(I-u u^{T} / \tau\right) x=\{0 \backslash \beta\}$ where $\beta=-\operatorname{sign}\left(\chi_{1}\right)\|x\|_{2}$ and $\{0 \backslash \beta\}$ equals the zero vector with the first element replaced by $\beta$. Let us introduce the notation $[\{u \| \beta\}, \tau]:=\operatorname{Hous}(x)$ for the operation that computes the above mentioned $\beta$, u, and $\tau$ from the given vector $x$. Here $\{u \backslash \beta\}$ indicates the vector $u$ with the first element (which is implicitly equal to " 1 ") overwritten by the value $\beta$.

Multiplying two or more Householder transformations results again in an orthogonal matrix, although not symmetric. This allows Householder transformations to be accumulated into a composed transformation. Traditionally, the compact WY transform (CWY) is used, which has the form $I-U S U^{T}$, where the columns of $U$ consist of the Householder vectors being accumulated: Letting the columns of $U_{k-1}$ equal the first $k$ Householder vectors $u_{j}, 0 \leq j<k$,

$$
\left(I-u_{0} u_{0}^{T} / \tau_{0}\right) \cdots\left(I-u_{k-1} u_{k-1}^{T} / \tau_{k-1}\right)=\left(I-U_{k-1} S_{k-1} U_{k-1}^{T}\right)
$$

where $S_{0}=1 / \tau_{0}$ and $S_{k}=\left(\begin{array}{c|c}S_{k-1} & -S_{k-1} U_{k-1} u_{k} / \tau_{k} \\ \hline 0 & 1 / \tau_{k}\end{array}\right)$.
A little-known alternative $[12,14,16]$, which we call the UT transform, has the form $I-U T^{-1} U^{T}$ where

$$
\left(I-u_{0} u_{0}^{T} / \tau_{0}\right) \cdots\left(I-u_{k-1} u_{k-1}^{T} / \tau_{k-1}\right)=\left(I-U_{k-1} T_{k-1}^{-1} U_{k-1}^{T}\right)
$$

with $T_{0}=\tau_{0}$ and $T_{k}=\left(\begin{array}{c|c}T_{k-1} & U_{k-1} u_{k} \\ \hline 0 & \tau_{k}\end{array}\right)$. Note that $T$ can be computed from $U$ as $T=U^{T} U$ (upper triangular part only) followed by the dividing of the diagonal elements of the resulting $T$ by two. Upper triangular matrices $T$ and $S$ are related by $S=T^{-1}$.

Both the CWY and the UT transform allow the application of a series of Householder transformations to be cast in terms of high-performance matrix-matrix operations:


## 3 New notation for the traditional reduction algorithm

In this section, we discuss the basic idea behind the algorithm for computing the Hessenberg reduction of a square matrix $A: A=Q B Q^{T}$, where $Q$ is unitary and $B$ is upperHessenberg ( $B$ has zeroes below the first subdiagonal). We will see that $Q$ will be computed as a sequence of Householder transformations, that $B$ can overwrite $A$, and that the Householder vectors can overwrite the parts of $A$ below the first subdiagonal.

Let us denote the original contents of matrix $A$ as $\hat{A}$ and assume that $A$ is to be overwritten by the upperHessenberg matrix. Partition

$$
A \rightarrow\left(\begin{array}{c|c}
\alpha_{11} & a_{12}^{T} \\
\hline a_{21} & A_{22}
\end{array}\right) \quad \text { and } \quad \hat{A} \rightarrow\left(\begin{array}{c|c}
\hat{\alpha}_{11} & \hat{a}_{12}^{T} \\
\hline \hat{a}_{21} & \hat{A}_{22}
\end{array}\right)
$$

Let $\left[\{u \backslash \beta\}_{21}, \tau_{1}\right]=\operatorname{Hous}\left(a_{21}\right)$ and $H_{0}=H\left(u_{21}, \tau_{1}\right) \equiv I-u_{21} u_{21}^{T} / \tau_{1}$ so that $\{0 \backslash \beta\}_{21}=H_{0} a_{21}$. Then the first step of the reduction updates

$$
A:=\left(\begin{array}{c|c}
\alpha_{11} & a_{12}^{T} \\
\hline a_{21} & A_{22}
\end{array}\right):=\left(\begin{array}{c|c}
1 & 0 \\
\hline 0 & H_{0}
\end{array}\right)\left(\begin{array}{c|c}
\alpha_{11} & a_{12}^{T} \\
\hline a_{21} & A_{22}
\end{array}\right)\left(\begin{array}{c|c}
1 & 0 \\
\hline 0 & H_{0}
\end{array}\right)=\left(\begin{array}{c|c}
\alpha_{11} & a_{12}^{T} H_{0} \\
\hline\{0 \backslash \backslash \beta\}_{21} & H_{0} A_{22} H_{0}
\end{array}\right)
$$

To complete an upperHessenberg reduction, the procedure continues by recursively computing Householder transformations from the updated $A_{22}$, and applying them to that matrix as well as the part of matrix $A$ that appears above $A_{22}$.

The above procedure can be described more completely as follows. After $k$ steps, partition $A$ and $\hat{A}$ as

$$
A \rightarrow\left(\begin{array}{c|c}
B_{T L} & A_{T R} \\
\hline\{0 \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \quad \text { and } \quad \hat{A} \rightarrow\left(\begin{array}{c|c}
\hat{A}_{T L} & \hat{A}_{T R} \\
\hline \hat{A}_{B L} & \hat{A}_{B R}
\end{array}\right)
$$

where $B_{T L}$ and $\hat{A}_{T L}$ are $k \times k, B_{T L}$ is upperHessenberg, and $\{0 \backslash \beta\}_{B L}$ is the matrix of all zeroes except with $\beta_{B L}$ in the top-right corner. Notice that by now $A$ has been computed from $\hat{A}$ by computing $\left\{\check{H}_{0}, \ldots, \check{H}_{k-1}\right\}$ so that

$$
A=\check{H}_{k-1} \cdots \check{H}_{0} \hat{A} \check{H}_{0} \cdots \check{H}_{k-1}, \quad \text { where } \check{H}_{j}=\left(\begin{array}{c|c}
I_{j+1} & 0 \\
\hline 0 & H_{j}
\end{array}\right)
$$

Let us examine how $A$ must be updated as part of the $k$ th step. Repartition

$$
\left(\begin{array}{c|c}
B_{T L} & A_{T R} \\
\hline\{0 \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
B_{00} & a_{01} & A_{02} \\
\hline\{0 \backslash \beta\}_{10}^{T} & \alpha_{11} & a_{12}^{T} \\
\hline 0 & a_{21} & A_{22}
\end{array}\right)
$$

$$
\begin{aligned}
& \text { Algorithm: }[A, t]:=\operatorname{HesRedUnB}(A) \\
& \text { Partition } A \rightarrow\left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right), t \rightarrow\left(\frac{t_{T}}{t_{B}}\right) \\
& \text { where }\{U \backslash B\}_{T L} \text { is } 0 \times 0 \text { and } t_{T} \text { has } 0 \text { elements } \\
& \text { while } m\left(A_{T L}\right)<m(A) \text { do } \\
& \left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
\{U \backslash \backslash\}_{00} & a_{01} & A_{02} \\
\hline\{u \backslash \beta\}_{10}^{T} & \alpha_{11} & a_{12}^{T} \\
\hline U_{20} & a_{21} & A_{22}
\end{array}\right) \text { and }\binom{t_{T}}{\hline t_{B}} \rightarrow\left(\begin{array}{c}
t_{0} \\
\hline \tau_{1} \\
\hline t_{2}
\end{array}\right) \\
& \text { where } \alpha_{11} \text { and } \tau_{1} \text { are scalars } \\
& {\left[\{u \backslash \backslash \beta\}_{21}, \tau_{1}\right]:=\operatorname{Hous}\left(a_{21}\right) \quad\left(\{u \backslash \beta\}_{21} \text { overwrites } a_{21}\right)} \\
& A_{02}:=A_{02} H\left(u_{21}, \tau_{1}\right) \\
& \left.\begin{array}{l}
A_{12}^{T}:=a_{12}^{T} H\left(u_{21}, \tau_{1}\right) \\
A_{22}:=H\left(u_{21}, \tau_{1}\right) A_{22} H\left(u_{21}, \tau_{1}\right)
\end{array}\right\} \text { via the steps in (1)-(4). } \\
& \text { Continue with } \\
& \left(\begin{array}{c|c|c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \leftarrow\left(\begin{array}{cc|c}
\{U \backslash B\}_{00} & b_{01} & A_{02} \\
\hline\{u \backslash \beta\}_{10}^{T} & \beta_{11} & a_{12}^{T} \\
\hline U_{20} & \{u \backslash \beta\}_{21} & A_{22}
\end{array}\right) \text { and }\left(\frac{t_{T}}{t_{B}}\right) \leftarrow\binom{\frac{t_{0}}{\tau_{1}}}{\hline t_{2}}
\end{aligned}
$$

Figure 1: Unblocked reduction to upperHessenberg form.
where $\{0 \backslash \beta\}_{10}^{T}$ equals the row vector of all zeroes except for the last element, which equals $\beta_{10}$. $H_{k}$ is now computed as $H_{k}=H\left(u_{21}, \tau_{1}\right)$ where $\left[\{u \backslash \backslash\}_{21}, \tau_{1}\right]=\operatorname{Hous}\left(a_{21}\right)$ and $A$ is updated with

$$
\begin{aligned}
&\left(\begin{array}{c|c|c}
I_{k} & 0 & 0 \\
\hline 0 & 1 & 0 \\
\hline 0 & 0 & H_{k}
\end{array}\right)\left(\begin{array}{c|c|c}
B_{00} & a_{01} & A_{02} \\
\hline\{0 \backslash \beta\}_{10}^{T} & \alpha_{11} & a_{12}^{T} \\
\hline 0 & a_{21} & A_{22}
\end{array}\right)\left(\begin{array}{c|c|c}
I_{k} & 0 & 0 \\
\hline 0 & 1 & 0 \\
\hline 0 & 0 & H_{k}
\end{array}\right)= \\
&\left(\begin{array}{c|c|c}
B_{00} & a_{01} & A_{02} H_{k} \\
\hline\{0 \backslash \beta\}_{10}^{T} & \alpha_{11} & a_{12}^{T} H_{k} \\
\hline 0 & \{0 \backslash \beta\}_{21} & H_{k} A_{22} H_{k}
\end{array}\right) .
\end{aligned}
$$

The thick lines that indicate progress through the matrix can then be moved to include the next diagonal element:

$$
\left(\begin{array}{c|c|c|c}
B_{T L} & A_{T R} \\
\hline\{0 \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \leftarrow\left(\begin{array}{c|c|c}
B_{00} & a_{01} & A_{02} H_{k} \\
\hline\{0 \backslash \beta\}_{10}^{T} & \alpha_{11} & a_{12}^{T} H_{k} \\
\hline 0 & \{0 \backslash \beta\}_{21} & H_{k} A_{22} H_{k}
\end{array}\right)
$$

We finish this section by noting that vector $u_{k}$ can be stored in the elements of $A$ from which it was computed since it by design has a first element that equals " 1 ", which therefore needs not be stored. The scalars $\tau_{k}$ are typically stored in a vector. Thus, after $k$ steps $A$ contains

$$
\left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right)
$$

which is meant to indicate that the upperHessenberg matrix $B_{T L}$ is stored in the upperHessenberg part of $\{U \backslash B\}_{T L}$, the element $\beta_{B L}$ is stored in the top-right element of $\{U \backslash \beta\}_{B L}$, and the $k$ th column ${ }^{1}$ of $A$ stores $u_{k}$ below the first subdiagonal of that column. The complete algorithm is now given in Fig. 1.

[^0]In Fig. 1, it is important to realize that $H\left(u_{21}, \tau_{1}\right)$ is never explicitly formed, and the following formulae:

$$
\begin{aligned}
& A_{02}:=A_{02} H\left(u_{21}, \tau_{1}\right)=A_{01}\left(I-u_{21} u_{21}^{T} / \tau_{1}\right) \\
& a_{12}^{T}:=a_{12}^{T} H\left(u_{21}, \tau_{1}\right)=a_{12}^{T}\left(I-u_{21} u_{21}^{T} / \tau_{1}\right) \\
& A_{22}:=H\left(u_{21}, \tau_{1}\right) A_{22} H\left(u_{21}, \tau_{1}\right)=\left(I-u_{21} u_{21}^{T} / \tau_{1}\right) A_{22}\left(I-u_{21} u_{21}^{T} / \tau_{1}\right)
\end{aligned}
$$

can be implemented as

$$
\left.\begin{array}{l}
\left(\frac{v_{01}}{\frac{\nu_{11}}{v_{21}}}\right):=\left(\frac{A_{02}}{a_{12}^{T}}\right. \\
A_{22}
\end{array}\right) u_{21},\left(\frac{A_{02}}{\frac{A_{02}}{A_{22}^{T}}}\right):=\left(\frac{v_{01}^{T}}{A_{22}}\right)-\left(\frac{\nu_{11}}{v_{21}}\right) u_{21}^{T} / \tau_{1} .
$$

For the step where $\{U \backslash B\}_{T L}$ is $k \times k$, the cost of each computation in (1) and (2) is roughly $2 n(n-k-1)$ flops while each cost in (3) and (4) is roughly $2(n-k-1)^{2}$ flops. The total cost for reducing $A \in \mathbb{R}^{n \times n}$ is thus approximately

$$
\sum_{k=0}^{n-1}\left(4 n(n-k-1)+4(n-k-1)^{2}\right) \text { flops } \approx \frac{10}{3} n^{3} \text { flops }
$$

## 4 Blocked algorithms

In Section 2 we noted that by accumulating multiple Householder transformations into a single transform higher performance can be achieved when these transformations are to be applied to a matrix. The complication is that $A$ must be updated with part of the computations in (1)-(4) before the next Householder transform can be computed. We first show how to progress to the point where a number of Householder transformations have been accumulated, after which we show how to then cast the remainder of the computation mostly in terms of matrix-matrix products.

### 4.1 Building up a block

We will need a temporary matrix $V \in \mathbb{R}^{n \times b}$ in which to store the vectors $v$ that appeared in (1) and a matrix $T \in \mathbb{R}^{b \times b}$ that appears in the UT transform. In this discussion we will also treat $U \in \mathbb{R}^{n \times b}$, which stored the Householder vectors, as a separate matrix although in practice it overwrites part of $A$.

Partition all matrices involved as

$$
\begin{gathered}
A=\left(\begin{array}{c|c}
A_{T L} & A_{T R} \\
\hline A_{B L} & A_{B R}
\end{array}\right), \quad \hat{A}=\left(\begin{array}{l|l}
\hat{A}_{T L} & \hat{A}_{T R} \\
\hline \hat{A}_{B L} & \hat{A}_{B R}
\end{array}\right), \quad U=\left(\begin{array}{l|l}
U_{T L} & 0 \\
\hline U_{B L} & U_{B R}
\end{array}\right), \\
V=\left(\begin{array}{l|l|l}
V_{T L} & V_{T R} \\
\hline V_{B L} & V_{B R}
\end{array}\right), \quad \text { and } \quad T=\left(\begin{array}{c|c}
T_{T L} & T_{T R} \\
\hline 0 & T_{B R}
\end{array}\right),
\end{gathered}
$$

where $X_{T L} \in \mathbb{R}^{k \times k}, k<b$, for $X \in\{A, \hat{A}, U, V, T\}$. Consider

$$
\left(I-u_{k-1} u_{k-1}^{T} / \tau_{k-1}\right) \cdots\left(I-u_{0} u_{0}^{T} / \tau_{0}\right) \hat{A}\left(I-u_{0} u_{0}^{T} / \tau_{0}\right) \cdots\left(I-u_{k-1} u_{k-1}^{T} / \tau_{k-1}\right)
$$

$$
\begin{aligned}
& =\left(I-\left(\frac{U_{T L}}{U_{B L}}\right) T_{T L}^{-T}\left(\frac{U_{T L}}{U_{B L}}\right)^{T}\right)\left(\begin{array}{c|c}
\hat{A}_{T L} & \hat{A}_{T R} \\
\hline \hat{A}_{B L} & \hat{A}_{B R}
\end{array}\right)\left(I-\left(\frac{U_{T L}}{U_{B L}}\right) T_{T L}^{-1}\left(\frac{U_{T L}}{U_{B L}}\right)^{T}\right) \\
& =\left(I-\left(\frac{U_{T L}}{U_{B L}}\right) T_{T L}^{-T}\left(\frac{U_{T L}}{U_{B L}}\right)^{T}\right)\left(\left(\begin{array}{c|c}
\hat{A}_{T L} & \hat{A}_{T R} \\
\hline \hat{A}_{B L} & \hat{A}_{B R}
\end{array}\right)-\left(\frac{V_{T L}}{V_{B L}}\right) T_{T L}^{-1}\left(\frac{U_{T L}}{U_{B L}}\right)^{T}\right),
\end{aligned}
$$

where $\binom{V_{T L}}{$\hline$V_{B L}}=\left(\begin{array}{c|c}\hat{A}_{T L} & \hat{A}_{T R} \\ \hline \hat{A}_{B L} & \hat{A}_{B R}\end{array}\right)\binom{U_{T L}}{$\hline$U_{B L}}$. The idea is that not all of this has overwritten $A$. Only the first $k$ columns have been updated with that part of the desired Hessenberg matrix:

$$
\left(\begin{array}{c|c|c}
A_{T L} & A_{T R} \\
\hline A_{B L} & A_{B R}
\end{array}\right) \text { currently contains }\left(\begin{array}{c|c}
B_{T L} & \hat{A}_{T R} \\
\hline\{0 \backslash \beta\}_{B L} & \hat{A}_{B R}
\end{array}\right),
$$

where

$$
\left(\frac{B_{T L}}{\{0 \backslash \beta\}_{B L}}\right)=\left(I-\left(\frac{U_{T L}}{U_{B L}}\right) T_{T L}^{-T}\left(\frac{U_{T L}}{U_{B L}}\right)^{T}\right)\left(\left(\frac{\hat{A}_{T L}}{\hat{A}_{B L}}\right)-\left(\frac{V_{T L}}{V_{B L}}\right) T_{T L}^{-1} U_{T L}^{T}\right) .
$$

The question now becomes how to update the next column of $A$ so that the next Householder transform can be computed (the next column of $U$ ), from which then the next columns of $V$ and $T$ can be computed. Repartition

$$
\begin{aligned}
& \left(\begin{array}{c|c}
A_{T L} & A_{T R} \\
\hline A_{B L} & A_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
A_{00} & a_{01} & A_{02} \\
\hline a_{10}^{T} & \alpha_{11} & a_{12}^{T} \\
\hline A_{20} & a_{21} & A_{22}
\end{array}\right), \quad\left(\begin{array}{c|c|c|c}
\hat{A}_{T L} & \hat{A}_{T R} \\
\hline \hat{A}_{B L} & \hat{A}_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
\hat{A}_{00} & \hat{a}_{01} & \hat{A}_{02} \\
\hline & \hat{a}_{10}^{T} & \hat{\alpha}_{11} \\
\hline \hat{a}_{12}^{T} \\
\hline \hat{A}_{20} & \hat{a}_{21} & \hat{A}_{22}
\end{array}\right), \\
& \left(\begin{array}{c|c}
V_{T L} & V_{T R} \\
\hline V_{B L} & V_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
V_{00} & v_{01} & V_{02} \\
\hline v_{10}^{T} & \nu_{11} & v_{12}^{T} \\
\hline V_{20} & v_{21} & V_{22}
\end{array}\right), \quad\left(\begin{array}{c|c}
U_{T L} & 0 \\
\hline U_{B L} & U_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
U_{00} & 0 & 0 \\
\hline u_{10}^{T} & 0 & 0 \\
\hline U_{20} & u_{21} & U_{22}
\end{array}\right),
\end{aligned}
$$

and

$$
\left(\begin{array}{c|c}
T_{T L} & T_{T R} \\
\hline 0_{B L} & T_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
T_{00} & t_{01} & T_{02} \\
\hline 0 & \tau_{11} & t_{12}^{T} \\
\hline 0 & 0 & T_{22}
\end{array}\right) .
$$

The next column of $A$ must be updated by

$$
\left(\frac{b_{01}}{\beta_{11}}\right):=\left(I-\left(\frac{U_{00}}{b_{21}}\right) T_{10}^{-T}\left(\frac{\frac{U_{00}}{U_{20}^{T}}}{\frac{u_{10}^{T}}{U_{20}}}\right)^{T}\right)\left(\left(\frac{\hat{a}_{01}}{\hat{\alpha}_{11}}\right)-\left(\frac{\frac{V_{00}}{\hat{a}_{21}}}{\frac{v_{10}^{T}}{V_{20}}}\right) T_{00}^{-1} u_{10}\right)
$$

before the next Householder vector can be computed from the so updated $b_{21}$. After this, the next columns of $V$ and $T$ can be computed by the formulae

$$
\left(\begin{array}{c}
v_{01}  \tag{5}\\
\hline \nu_{11} \\
\hline v_{21}
\end{array}\right):=\left(\begin{array}{c|c|c}
\hat{A}_{00} & \hat{a}_{01} & \hat{A}_{02} \\
\hline \hat{a}_{10}^{T} & \hat{\alpha}_{11} & \hat{a}_{12}^{T} \\
\hline \hat{A}_{20} & \hat{a}_{21} & \hat{A}_{22}
\end{array}\right)\left(\begin{array}{c}
0 \\
\hline 0 \\
\hline u_{21}
\end{array}\right)=\left(\begin{array}{c}
\hat{A}_{02} u_{21} \\
\hline \hat{a}_{12}^{T} u_{21} \\
\hline \hat{A}_{22} u_{21}
\end{array}\right)
$$

and

$$
\left(\frac{t_{01}}{\frac{\tau_{11}}{0}}\right):=\left(\frac{\frac{U_{20}^{T} u_{21}}{\tau_{11}}}{0}\right)
$$

where $\tau_{11}$ is the value returned by the routine that computes the Householder reflection. We note that $V$ here is accumulated since at some future point this next column of $V$ will be needed in order to update the next column of $A$.

An algorithm that embodies the above insights is given in Fig. 2.

### 4.2 A new blocked algorithm

Now we show how a blocked algorithm can be achieved by repeatedly performing the steps in Section 4.1.
Once again, assume the computation has proceeded to where

$$
A \rightarrow\left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right)
$$

where $B_{T L} \in \mathbb{R}^{k \times k}$ and $A_{T R}$ and $A_{B R}$ have been updated according to the Householder transformations computed so far: $A=\check{H}_{k-1} \cdots \check{H}_{0} \hat{A} \check{H}_{0} \cdots \check{H}_{k-1}$. Repartition

$$
\left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
\{U \backslash B\}_{00} & A_{01} & A_{02} \\
\hline\{U \backslash \backslash \beta\}_{10} & A_{11} & A_{12} \\
\hline U_{20} & A_{21} & A_{22}
\end{array}\right)
$$

where $A_{11} \in \mathbb{R}^{b \times b}$. The idea now is to call the algorithm in Fig. 2 to compute

$$
\left(\begin{array}{c|c}
A_{11} & A_{12} \\
\hline A_{21} & A_{22}
\end{array}\right):=\left(\begin{array}{c|c}
\{U \backslash B\}_{11} & A_{12} \\
\hline\{U \backslash \backslash \beta\}_{21} & A_{22}
\end{array}\right), \quad\binom{V_{1}}{\hline V_{2}}, \quad \text { and } \quad T_{1}
$$

where $A_{12}$ and $A_{22}$ are not updated yet. Upon return, the following computations still need to be performed on the non-blank submatrices:

$$
\left(\begin{array}{l|l|l} 
& A_{01} & A_{02} \\
\hline & & A_{12} \\
\hline & & A_{22}
\end{array}\right) .
$$

These parts of the matrix must then be updated by

$$
\begin{aligned}
\left(A_{01} \mid A_{02}\right) & :=\left(A_{01} \mid A_{02}\right)\left(I-\left(\frac{U_{11}}{U_{21}}\right) T_{1}^{-1}\left(\frac{U_{11}}{U_{21}}\right)^{T}\right) \\
& =\left(A_{01} \mid A_{02}\right)-V_{0} T_{1}^{-1}\left(\frac{U_{11}}{U_{21}}\right)^{T}
\end{aligned}
$$

and

$$
\left(\frac{A_{12}}{A_{22}}\right):=\left(I-\left(\frac{U_{11}}{U_{21}}\right) T_{1}^{-T}\left(\frac{U_{11}}{U_{21}}\right)^{T}\right)\left(\left(\frac{A_{12}}{A_{22}}\right)-\left(\frac{V_{1}}{V_{2}}\right) T_{1}^{-1} U_{21}^{T}\right)
$$

A complete blocked algorithm based on these insights given in Fig. 3.
$\left.\begin{array}{l}\text { Algorithm: }[A, V, T]:=\operatorname{HesRedBuildBLK}(A, V, T) \\ \hline \hline \text { Partition } A \rightarrow\left(\frac{\{U \backslash B\}_{T L}}{} A^{\{U \backslash \backslash \beta\}_{B L}}\right. \\ \hline\end{array} A_{B R}\right), V \rightarrow\left(\frac{V_{T L}}{V_{B L}} V_{T R} V_{B R}\right), T \rightarrow\left(\begin{array}{c|c}T_{T L} & T_{T R} \\ \hline 0 & T_{B R}\end{array}\right)$
where $\{U \backslash B\}_{T L}$ is $0 \times 0, V_{T L}$ is $0 \times 0, T_{T L}$ is $0 \times 0$
while $n\left(V_{T L}\right)<n(V)$ do

## Repartition

$$
\begin{aligned}
& \left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c|c}
\{U \backslash B\}_{00} & a_{01} & A_{02} \\
\hline\{u \backslash \backslash \beta\}_{10}^{T} & \alpha_{11} & a_{12}^{T} \\
\hline U_{20} & a_{21} & A_{22}
\end{array}\right), \\
& \left(\begin{array}{c|c|c|c|c|c}
V_{T L} & V_{T R} \\
\hline V_{B L} & V_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c|c}
V_{00} & v_{01} & V_{02} \\
\hline v_{10}^{T} & \nu_{11} & v_{12}^{T} \\
\hline V_{20} & v_{21} & V_{22}
\end{array}\right),\left(\begin{array}{cc|c}
T_{T L} & T_{T R} \\
\hline 0 & T_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{cc|c|c}
T_{00} & t_{01} & T_{02} \\
\hline 0 & \tau_{11} & t_{12}^{T} \\
\hline 0 & 0 & T_{22}
\end{array}\right)
\end{aligned}
$$

where $\alpha_{11}$ is $1 \times 1, \nu_{11}$ is $1 \times 1, \tau_{11}$ is $1 \times 1$

$$
\begin{aligned}
& \left(\frac{b_{01}}{\frac{\beta_{11}}{b_{21}}}\right):=\left(I-\left(\frac{U_{00}}{\frac{u_{10}^{T}}{U_{20}}}\right) T_{00}^{-T}\left(\frac{\frac{U_{00}}{u_{10}^{T}}}{U_{20}}\right)^{T}\right)\left(\left(\frac{a_{01}}{\alpha_{11}} a_{21}\right)-\left(\frac{V_{00}}{\left.\left.\frac{v_{10}^{T}}{V_{20}}\right) T_{00}^{-1} u_{10}\right), ~(1)}\right.\right. \\
& \text { via the steps } \\
& \left\{\begin{array}{l}
y_{10}:=T_{00}^{-1} u_{10} \\
\left(\frac{a_{01}}{\alpha_{11}}\right. \\
a_{21}
\end{array}\right):=\left(\frac{a_{01}}{\alpha_{11}} a_{21}\right)-\left(\frac{V_{00}}{\left.\frac{v_{10}^{T}}{V_{20}}\right) y_{10}}\right. \\
& \left(\frac{b_{01}}{\frac{\beta_{11}}{b_{21}}}\right):=\left(I-\left(\frac{U_{00}}{\frac{u_{10}^{T}}{U_{20}}}\right) T_{00}^{-T}\left(\frac{\left.\left.\frac{U_{00}}{\frac{u_{10}^{T}}{U_{20}}}\right)^{T}\right)\left(\frac{a_{01}}{\frac{\alpha_{11}}{a_{21}}}\right) .}{}\right.\right. \\
& {\left[\{u \backslash \beta\}_{21}, \tau_{11}\right]:=\operatorname{Hous}\left(a_{21}\right) \quad\left(\{u \backslash \beta\}_{21} \text { overwrites } a_{21}\right)} \\
& \binom{\frac{v_{01}}{\nu_{11}}}{v_{21}}:=\binom{\frac{\hat{A}_{02} u_{21}}{\hat{a}_{12}^{T} u_{21}}}{\hat{A}_{22} u_{21}} ; \quad\left(\frac{t_{01}}{\frac{\tau_{11}}{0}}\right):=\left(\frac{\frac{U_{20}^{T} u_{21}}{\tau_{11}}}{0}\right)
\end{aligned}
$$

Continue with

$$
\begin{aligned}
& \left(\begin{array}{c|c|c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta \beta\}_{B L} & A_{B R}
\end{array}\right) \leftarrow\left(\begin{array}{c|c|c|c|c}
\{U \backslash B\}_{00} & b_{01} & A_{02} \\
\hline\{u \backslash \backslash \beta\}_{10}^{T} & \beta_{11} & a_{12}^{T} \\
\hline U_{20} & \{u \backslash \beta\}_{21} & A_{22}
\end{array}\right), \\
& \left(\begin{array}{c|c|c|c|c}
V_{T L} & V_{T R} \\
\hline V_{B L} & V_{B R}
\end{array}\right) \leftarrow\left(\begin{array}{c|c|c|c}
V_{00} & v_{01} & V_{02} \\
\hline v_{10}^{T} & \nu_{11} & v_{12}^{T} \\
\hline V_{20} & v_{21} & V_{22}
\end{array}\right),\left(\begin{array}{cc}
T_{T L} & T_{T R} \\
\hline 0 & T_{B R}
\end{array}\right) \leftarrow\left(\begin{array}{cc|c|c}
T_{00} & t_{01} & T_{02} \\
\hline 0 & \tau_{11} & t_{12}^{T} \\
\hline 0 & 0 & T_{22}
\end{array}\right)
\end{aligned}
$$

## endwhile

Figure 2: Algorithm for building up blocks for the blocked algorithm in Fig. 3.

$$
\begin{aligned}
& \text { Algorithm: }[A, V, T]:=\operatorname{HesRedBLK}(A, V, T) \\
& \text { Partition } A \rightarrow\left(\begin{array}{l|l}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right), V \rightarrow\left(\frac{V_{T}}{V_{B}}\right), T \rightarrow\binom{T_{T}}{\hline T_{B}} \\
& \text { where }\{U \backslash \backslash B\}_{T L} \text { is } 0 \times 0, V_{T} \text { has } 0 \text { rows, } T_{T} \text { has } 0 \text { rows } \\
& \text { while } m\left(A_{T L}\right)<m(A) \text { do } \\
& \text { Determine block size } b \\
& \left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
\{U \backslash \backslash\}_{00} & A_{01} & A_{02} \\
\hline\{U \backslash \backslash \beta\}_{10} & A_{11} & A_{12} \\
\hline U_{20} & A_{21} & A_{22}
\end{array}\right), \\
& \left(\frac{V_{T}}{V_{B}}\right) \rightarrow\left(\frac{V_{0}}{\frac{V_{1}}{V_{2}}}\right),\left(\frac{T_{T}}{T_{B}}\right) \rightarrow\left(\frac{\frac{T_{0}}{T_{1}}}{\frac{T_{2}}{}}\right) \\
& \text { where } A_{11} \text { is } b \times b, V_{1} \text { has } b \text { rows, } T_{1} \text { has } b \text { rows } \\
& \overline{\left[\left(\begin{array}{l|l}
\{U \backslash B\}_{11} & A_{12} \\
\hline\{U \backslash \beta\}_{21} & A_{22}
\end{array}\right),\binom{V_{1}}{V_{2}}, T_{1}\right]:=\operatorname{HesRedBuildBLK}\left(\left(\begin{array}{l|l}
A_{11} & A_{12} \\
\hline A_{21} & A_{22}
\end{array}\right),\binom{V_{1}}{V_{2}}, T_{1}\right)} \\
& V_{0}:=\left(A_{01} \mid A_{02}\right)\left(\frac{U_{11}}{U_{12}}\right) \\
& \left(A_{01} \mid A_{02}\right):=\left(B_{01} \mid A_{02}\right)=\left(A_{01} \mid A_{02}\right)-V_{0} T_{1}^{-1}\left(\frac{U_{11}}{U_{21}}\right)^{T} \\
& \left(\frac{A_{12}}{A_{22}}\right):=\left(I-\left(\frac{U_{11}}{U_{21}}\right) T_{1}^{-T}\left(\frac{U_{11}}{U_{21}}\right)^{T}\right)\left(\left(\frac{A_{12}}{A_{22}}\right)-\left(\frac{V_{1}}{V_{2}}\right) T_{1}^{-1} U_{21}^{T}\right) .
\end{aligned}
$$

Continue with

$$
\left.\begin{array}{l}
\text { ntinue with } \\
\left(\begin{array}{c|c|c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \leftarrow\left(\begin{array}{c}
\{U \backslash B\}_{00} \\
B_{01} \\
\hline\{U \backslash \backslash \beta\}_{10} \\
\{U \backslash \backslash B\}_{11} \\
\hline A_{12} \\
\hline U_{20} \\
\{U \backslash \beta\}_{21}
\end{array} A_{22}\right.
\end{array}\right),
$$

endwhile
Figure 3: Blocked algorithm for computing the reduction to upperHessenberg form.

### 4.3 Outline of LAPACK-style algorithm

The implementation that is currently part of LAPACK updates $A$ slightly differently. Consider the repartitioning

$$
\left(\begin{array}{c|c}
\{U \backslash B\}_{T L} & A_{T R} \\
\hline\{U \backslash \backslash \beta\}_{B L} & A_{B R}
\end{array}\right) \rightarrow\left(\begin{array}{c|c|c}
\{U \backslash B\}_{00} & A_{01} & A_{02} \\
\hline\{U \backslash \beta\}_{10} & A_{11} & A_{12} \\
\hline U_{20} & A_{21} & A_{22}
\end{array}\right)
$$

where $A_{11} \in \mathbb{R}^{b \times b}$. In the LAPACK implementation, the routine equivalent to HessRedBuildBlk, DLAHRD, returns having computed $V_{0}, V_{1}$, and $V_{2}$, and having updated $A_{01}$ as well as $A_{11}$ and $A_{21}$ with the final results for those submatrices. Upon return, the updates still need to be performed on the non-blank submatrices:


These parts of the matrix must then be updated by

$$
A_{02}:=A_{02}-V_{0} T_{1}^{-1} U_{21}^{T}
$$

and

$$
\left(\frac{A_{12}}{A_{22}}\right):=\left(I-\left(\frac{U_{11}}{U_{21}}\right) T_{1}^{-T}\left(\frac{U_{11}}{U_{21}}\right)^{T}\right)\left(\left(\frac{A_{12}}{A_{22}}\right)-\left(\frac{V_{1}}{V_{2}}\right) T_{1}^{-1} U_{21}^{T}\right)
$$

An inefficiency lies with the fact that the update of $A_{01}$ as well as the computation of $V_{0}$ are cast in terms of level-2 BLAS rather than level-3 BLAS.

An additional performance hit comes from the fact that the LAPACK implementation touches in every iteration (that is, $n$ times) the whole rest of the matrix $\left(A_{T R}\right.$, and $\left.A_{B R}\right)$. By contrast, in every iteration the algorithm in Section 4.2 only touches $A_{B R}$. This improves data locality and reduces cache traffic.

We note that the LAPACK-style algorithm described above and its current implementation as part of LAPACK is different than the original LAPACK implementation described in [7]. The original algorithm proposed in that paper cast even more computation in terms of matrix-vector product.

### 4.4 Cost analysis

The problem in all algorithms for reducing a matrix to upperHessenberg form is that some of the computation is in level-2 BLAS operations, which attain only a fraction of the peak performance of current architectures. In particular, it is the matrix-vector product in (5) that contributes $O\left(n^{3}\right)$ flops aggregate over all iterations. It is the constant before $n^{3}$ that sets the algorithms in Sections 4.2 and 4.3 apart.

For the new algorithm proposed in Section 4.2 the matrix in (5) is roughly $(n-k) \times(n-k)$ during the iteration involving the $k$ th column of $A$. The total number of flops in this operation, over all iterations, is approximately $2 \sum_{k=0}^{n-k}(n-k)^{2} \approx \frac{2}{3} n^{3}$. By contrast, in the LAPACK-like algorithm the matrix in that computation spans all rows and is thus roughly $n \times(n-k)$. Combined over all iterations, the number of flops computed with matrix-vector products for the LAPACK-style algorithm is given by approximately $2 \sum_{k=0}^{n-k} n(n-k) \approx n^{3}$. Recalling that the total cost of a reduction is about $\frac{10}{3} n^{3}$ flops, the new algorithm performs about $20 \%$ of its computation in level- 2 BLAS and about $80 \%$ in level- 3 BLAS. By contrast, the LAPACK-style algorithm spends about $30 \%$ in level- 2 BLAS and about $70 \%$ in level- 3 BLAS.

Even though most computation is in high-performing level-3 BLAS, the time spent in these matrix-vector products is often the dominant term since they are executed at a much lower rate. As a result, the reduction of the amount of computation being performed in the matrix-vector products is significant as we will see in performance reported in the next section.

## 5 Experiments

We now demonstrate that by shifting the computation from level-2 BLAS to level-3 BLAS operations, a noticeable performance improvement can be observed.

Three different implementations were tested. The first two were from the LAPACK library: DGEHD2 and DGEHRD which implement an unblocked algorithm and the LAPACK-style blocked algorithm. The third one, FLA_HRD, implements the new blocked algorithm using the Formal Linear Algebra Methods Environment (FLAME) Application Programming Interface (API) for the C programming language. The FLAME APIs allow code to closely resemble the algorithms as they are given in Figs. 1-3. We refer the interested reader to other papers on FLAME $[4,3]$.

The implementations of the LAPACK-style and the new algorithm do not accumulate $T$. Rather, they accumulate its inverse, $S$. Moreover, in our implementation this matrix $S$ is combined with $U$ so that the product $U S^{T}$ is accumulated in a matrix $W: I-U T^{-T} U^{T}$ becomes $I-W U^{T}$ and $V T^{-1} U^{T}$ becomes $V W^{T}$. We note that in the previous sections we presented the algorithms using the UT transform since it is a more general way of stating the algorithm before these kinds of details are incorporated.

In Fig. 4 performance is reported for the Xeon $(2.4 \mathrm{GHz})$, Pentium $4(1.8 \mathrm{GHz})$, and Itanium $2(900 \mathrm{MHz})$ processors. The Pentium 4 has two levels of cache, with a 512 Kbyte L2 cache. The Xeon and Itanium 2 each have three levels of cache, with 1 Mbyte and 1.5 Mbyte L3 caches, respectively. On all platforms BLAS libraries implemented by Kazushige Goto were used [10]. Since in this paper we are primarily concerned with demonstrating the benefits of the new algorithm rather than a complete study of the effect of blocking on different architectures, the block size was fixed at 32 for both blocked algorithms. From additional experiments it was obvious that for smaller problems smaller blocksizes should be employed. On all three platforms the new algorithm was noticeably faster than the one implemented in LAPACK. As can be expected, the difference was the least for the Itanium2 processor, which has a very fast and very large (1.5 MBytes) L3 cache.

## 6 Conclusion

In this paper we have presented a new blocked algorithm for the reduction of a matrix to upperHessenberg form. While the new algorithm performs roughly the same number of computations as the algorithm that is currently included in LAPACK, it shifts more computation to high-performing matrix-matrix computations (level-3 BLAS). As a result, the overall performance of the computation is improved. The predicted improvement in performance was observed in practice on processors that are currently in common use.
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[^0]:    ${ }^{1}$ The 0 th column of $A$ is the left-most column here, since we start indexing at 0 .

