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Abstract

We present a protocol for routing data messages from anysénghe base station in a sensor
network. The protocol maintains an incoming spanning treese root is the base station. The spanning
tree is constructed as follows. First, each sensor in thwarktis assigned a unique identifier as if the
sensors form a logical two-dimensional grid. Second, eacisar, other than the base station, uses its
own identifier to compute the identifiers of its “potentiakr@ats” in the spanning tree. Third, the base
station starts to periodically send “connected messad®gben a sensor receives a connected message
from anyone of its potential parents, the sensor makes thtisngial parent its parent in the tree and
starts to periodically send connected messages. Thisngpptiotocol has three advantages over earlier
protocols: overhead of the protocol is very small, the protdalances the load over the whole network,
and the protocol has nice fault-tolerance and security gntags. We have implemented this protocol
over a sensor network that consisted of about 50 MICA2 matesofserved that the protocol delivers
72% — 99% of the messages to the base station under heavy esty toaffic (that generated 100 data
messages per 15 seconds). We also ran the same experimexéemion of the distance vector routing

protocol and observed that this protocol can delivery om§630f the messages to the base station.

. INTRODUCTION

A sensor is a battery-operated small computer with an aatama a sensing board that can
sense magnetism, sound, heat, etc. Sensors in a networlseahair antennas to communicate
in a wireless fashion by broadcasting messages over ragliudncy to neighboring sensors in

the same network. Due to the limited range of radio trandonssensor networks are usually



multi-hop. Sensor networks can be used for military, emuinental or commercial applications
such as intrusion detection [1], coutersniper system [Haster monitoring [3] and habitat
monitoring [4].

A sensor network usually supports two communication pastdretween the sensors in the
network: unicast and broadcast. In the unicast pattern,samgor in the network can send a
message whose ultimate destination is the base statios.p8ltiern is used, for example, when
a sensor senses an event and needs to report the event tosthestbion. In the broadcast
pattern, the base station can send a message whose ultiestieation is every sensor in the
network. This pattern is used, for example, to tune the patars in the different sensors or
reset the whole network.

It is difficult to design routing protocols for sensor netk®r This is because these routing
protocols need to overcome the special challenges thatasedpby sensor networks. First, a
sensor network has limited resources. Examples of theseinass are the memory available in
each sensor, the energy remaining for each sensor, andriraurication capacity of the sensor
network. Any routing protocol for sensor networks should censume a large fraction of the
resources of the sensor networks. For example, sensorglshmuneed to store a large routing
table. Also, sensors should not need to send large routirggages frequently.

Second, sensors in a sensor network can be unreliable. Bonpg, some sensors in the
network may fail-stop as they run out of their energy or theg physically damaged. Any
routing protocol for sensor networks should be able to recénom the situation where a sizable
fraction of the sensors fail-stop. Moreover, the recovdrgutd be fast, taking several seconds
(rather than minutes).

In this paper, we present a routing protocol, called thedalggrid routing protocol, that can
overcome the challenges of sensor networks. First, thegobis simple and so it consumes a
small percentage of the resources of its network. In pddicthe protocol requires that every
sensor in the network sends only one routing message evesg@hds and stores no more than
10 — 15 bytes of routing information. Also, each routing naggshas no more than 20 — 30

bytes. Second, we show (by simulation) that even if 50% ofséresors in a network fail-stop,



84% of the remaining sensors can still route data messages.

Our protocol maintains an incoming spanning tree whoseisabie base station. The spanning
tree is constructed as follows. First, each sensor in theorktis assigned a unique identifier
as if the sensors form a logical two-dimensional grid. Sec@ach sensor, other than the base
station, uses its own identifier to compute the identifiergsofpotential parents” in the spanning
tree. Third, the base station starts to periodically serahfiected messages”. When a sensor
receives a connected message from anyone of its potentaifsathe sensor makes this potential
parent its parent in the tree and starts to periodically ssmhected messages.

A sensor in the network cannot have a parent in the tree italotential parents fail-stop.
To solve this problem, we extend the logical grid routingtpool such that a sensor can have
a “foster parent” in the tree when all its potential parerg#-$top and the sensor receives a
connected message from any other sensor in the network.

Connected messages that are periodically sent by a sersweyr small: each message con-
sists of 2 — 4 bytes. Therefore, the broadcast messages lfi@iyase station can be piggybacked
on the connected messages. We extend the logical grid goptiotocol sightly to piggyack a
broadcast message on the connected messages.

Clearly, the logical grid routing protocol is lacalized algorithm as characterized in [5], [6]
and [7]. Each sensor in the network computes its parent irtrdee based solely on its sensor
identifier in the logical grid. The spanning tree whose raathie base station can be maintained
in the network as each sensor maintains its parent localis Tocalized algorithm provides
simplicity and scalability for sensor networks.

The rest of the paper is organized as follows. In Sectionéldigcuss a logical grid and present
an algorithm to compute potential parents for each sensathéh present the logical grid routing
protocol in Section Il and specify how sensors in the nekvoute data messages in Section IV.
In Section V, we discuss foster parents. In Section VI, wesgméa broadcast protocol. We then
show the experimental results of the logical grid routingtpcol in Section VII, and discuss
the advantages and limitations in Section VIIl. We discumss related work in Section IX and

finally make concluding remarks in Section X.



[I. LOGICAL GRID AND POTENTIAL PARENTS

We consider a sensor network where sensors are deployedi@ar physical locations, but
they are named as if they form & x IV logical grid. In this network, each sensor is identified
by a pair {,5), called the sensor identifier in the logical grid, whéred..M — 1 andj= 0..N —1.
The base station in this network is sensor (0,0).

(It is advantageous to select the base station to be the giid (V//2, N/2) at the middle
of the logical grid. In this case, the maximum number of hapbéd traveled by data messages
from any sensor to the base station is minimized. Moreoterprobability that the base station
can be separated from the rest of the network is also minamidevertheless, selecting the base
station to be in the middle of the logical grid will complieathe algorithm, discussed below, for
computing potential parents for each sensor. Thus, to keepm@sentation simple, we choose
the base station to be the grid point (0,0).)

When a sensori(j) has a data item and wishes to send this data item to its firstind&ion,
the base station (0,0), sensay) forwards the data item to a far away sensy’) that satisfies
one of the following three conditions:

i) i>4d andj > j'
i) i=14andj > j'
i) >4 andj = j'
The transmission of the data item from sensgf)(to sensor 4,;') is calledone hop.

The reason that sensarj) needs to forward the date item to a far away senggi')(is to
reduce the total number of hops that the data item needswel fram its original source (any
sensor in the network) to the ultimate destination (the Isiggon of the network).

The requirement that sensaijj forwards its data item to a “far away” sensef,{) can be

stated formally as follows:
(i-d)+(-J)=H

where H is a small positive integer, called th®p size. In this case, sensoi’(j’) is called a

potential parent of sensor 4,7) in the incoming routing tree whose root is the base statiof)(
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Fig. 1. A 5*5 logical grid where the hop size is 2

In general, sensori,§) can have up td4 + 1 potential parents; These potential parents are

sensorq, j — H)

sensor{—1,j— H +1)

sensor{— H + 1, j —1)

sensor{— H, j)

It follows from the above discussion that/f is chosen to be two, then each sensggi) (n the

logical grid has up to three potential parents. For exanrelerring to a logical grid in Fig. 1,

the potential parents of sensor (3,3) are sensors (1,2), (3,1). However, not every sensor has

three potential parents in this case. For example, the laters(0,0) has no potential parent.

Each of the two sensors (0,1) and (1,0) has only one potqudiant, namely the base station

(0,0). Also, sensor (0,2) has two potential parents (0AR)( and sensor (2,0) has two potential

parents (0,0), (1,0).

The following algorithm can be used by any sensgj)(to compute seiP of its potential

parents in anV = N logical grid where the hop size .

Al gorithm

i nputs M N : integer, /1 MNgrid
H : integer, /'l hop size
i 0. M1,
i 0 0..N1

outputs: set P of potential parents of sensor (i,j)
inan (MN) grid whose hop size is H



variables u,v : 0..H

begi n

u:=0;

dou<=H->v := Hu
if i-u>=0 and j-v>=0 -> add sensor (i-u, j-v) to set P
[] i-u<0 and j-v>=0 -> add sensor (0, j-v) to set P
[] i-u>=0 and j-v<0 -> add sensor (i-u, 0) to set P
[T i-u<0 and j-v<0 -> skip
fi;
u

= u+l

od;

renove sensor (i,j) fromset P
end

Let us summarize what we have done in this section. We staiitbda sensor network where
the sensors are deployed at arbitrary physical locatiores.tMgn imposed ald/ * N logical
grid on this network. (This is accomplished by assigning sinict pair ¢,7) to each sensor in
the network.) We then selected a hop siZeand used thisH to define the set of potential
parents for each sensor in the network. In order to estatighthe imposed logical grid and
the selected hop size amalid, it is sufficient to check that each sensor can exchange data
items with everyone of its potential parents. If there is saBnsor that cannot exchange data
items with everyone of its potential parents, then the inrepdsgical grid needs to be changed
(by reassigning different identifiers to the sensors in teevork) or the hop size needs to be
reduced.

From now on, we assume that the imposed logical grid on theoseretwork and the selected

hop size are valid.

[Il. THE LoGICAL GRID ROUTING PROTOCOL

The purpose of the logical grid routing protocol is to builtlanaintain an incoming spanning
tree whose root is the base station (0,0). Each serg9rchooses one of its potential potential
parents to be its parent in this tree. This tree is to be usedute data items from any sensor
in the network to the base station (0,0).

Initially, only the base station (0,0) is in the spanningtrand so the base station periodically

sends a message of the form, connected(0,0), éesgconds.



When a sensorifj), that is currently not connected to the tree, receives anected(,;’)
message and checks that sensty’) is one of its potential parents, sensayjX becomes
connected to the tree and makes sensdrj() its parent. From this point on, sensayj{ sends
a connected(;j) message periodically evefly seconds.

When a sensori(j), that is currently connected to the tree and whose paresgrisor {,;'),
receives a connected(;”) message and checks that seng6y() is one of its potential parents,
sensor {,j) remains connected to the tree, but changes its parent imebdrom sensori(,;') to
sensor {’,7"). In this case, sensot,{) continues to send a connectggll message periodically
everyT seconds.

When a sensorifj), that is currently connected to the tree and whose paresdgnsor {,j'),
does not receive any connectéd(’) message from any of its potential parents for a period
3« T seconds, sensof,{) concludes that it is no longer connected to the tree andssepding
connected(;) messages. Later when sensgy)(receives a connected(;"") message and checks
that sensori(,;") is one of its potential parents, sensoy becomes connected again to the
tree and makes sensaf (") its parent in the tree.

In the above description of the protocol, we implied thattihee period between two consec-
utive connected messages from the same sensbrsisconds. In order to reduce the likelihood
that connected messages from adjacent sensors collideadthother, we make the time period
between two consecutive connected messages from the saswr sandom whose averag€elis
seconds. Thus, when a sensor sends a connected messagastirecomputes a random period
r after which the sensor needs to send the next connected geed3ariodr is computed by
executing the statement

r :=rand
This statement assignsa random value taken from the range 1, 2, 3, .x7 2 1.

A specification of the base station is as follows.

sensor (0, 0) /'l base station

const T . integer /1 avg interval to send next connected nsg



var r 12T - 1 /1 randominterval whose avg length is T

begi n
time-out expires -> send connected(0,0);
r :=rand; tine-out after r
end

The base station has only one action. When the timeout obs€@%) expires, sensor (0,0)
sends a connected(0,0) message and schedules to send theomescted(0,0) message after
a random period whose average length 8 seconds. (Initially the timeout in sensor (0,0) is
ready to expire.)

We mentioned earlier that when a sensor does not receive @ectmtd message from any
of its potential parents for the time peridd« 7" seconds, the sensor recognizes that it is no
longer connected to the spanning tree. This feature is mmg@heed by providing each sensor
(4,7), wherei # 0 or j # 0, with a variabletrc whose value is in the range 0..3. When sensor
(1,7) receives a connected message from any of its potentiahtsatec is assigned the value
3. Every time sensori (j) times-out to send a connected message, the value of \atiabls
decremented by one using the assignment statement

trc := max(trc-1,0)
When the value of variable-c becomes zero, sensayj recognizes that it is no longer connected
to the spanning tree.

A specification of sensor,j), wherei # 0 or j # 0, is as follows.

sensor (i,j) /'l a sensor (i,j) where i=!0 or j!=0
const P : set of potential parents of sensor (i,j),

T . integer /1 avg interval to send next connected nsg
var pid: an element fromP, // parent identifier

trc : 0..3, /] tinme to remain connected, initially 0

r 1..2*T - 1, /1 randominterval whose avg length is T

X 0.. M1,

y 0..N1
begin

rcv connected(x,y) ->
if (x,y) in P ->pid 1= (X,Y); /1l choose new parent

if trc=0 ->r :=rand; tinme-out after r



[T trc>0 -> skip
fi; trc :=3

[T '"((x,y) in P) -> skip

fi

[T time-out expires -> trc := max(trc-1,0);
if trc>0 -> send connected(i,j);
r :=rand; tine-out after r
[T trc=0 -> skip /1 1ose parent
fi
end

Sensor {,7) has two actions. The first action in sensag) is executed when sensoi,j
receives a connectedf) message. In this case, there are two possibilities to denskirst,
sensor £,y) is one of the potential parents of sensgf)( In this case, sensot,{) makes sensor
(z,y) its parent. Then if the time to remain connected to the ttee, is zero, sensorij)
schedules to send a connecteg(message after a random peripdvhose average length B
seconds. Otherwise, senseyj] has already scheduled to send the next connegiediessage.
Sensor {,7) then setgrc to 3. Second, sensot,f) is not one of the potential parents of sensor
(4,7). In this case, sensot,{) discards the connectedyf) message.

The second action in sensarj is executed when the timeout of sensgy)(expires. In this
case, sensol () decreases the time to remain connected to the tregby one. If the resulting
trc is bigger than zero, sensar,{) sends a connecteg() message and schedules to send the
next connected(j) message after a random perio@vhose average length s seconds. On the
other hand, if the resultingrc is zero, sensorifj) loses its parent and is no longer connected
to the tree.

Notice that in the logical grid protocol, the parent of a seret any time is the last potential
parent from which this sensor received a connected messageher words, a sensor keeps
changing its parent whenever it receives a connected me$sag another potential parent. This
feature provides two nice properties: load balancing astféalt recovery. First, load balancing
is achieved, since the data messages, that are generatesisstnhe sensor, are likely to follow
different routes to the base station. Second, fast faulbvery is achieved when the current

parent of a sensor fail-stops. In this case, the sensoroeplis parent as soon as it receives a
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connected message from another potential parent. (Not¢hikdeature may cause the arrival of
data messages at the base station out of order. Howeveis tho$ a problem in sensor networks

since most data messages are tagged with the realtime of thbgrwere generated.)

V. ROUTING DATA MESSAGES

To complete our specification of the logical grid routing tol in Section Ill, we need to
specify how this protocol is used to route data messages.

When a sensorifj), other than the base station, has a data message to route toase
station (this data message could have been generated ly ¢efsitself or it could have been
forwarded to sensot,(j) from another sensor that considers sensgy its parent in the spanning
tree), sensori(j) first checks whether or not it is connected to the spanniee. tif the value
of variabletrc in sensor {,j) is more than zero, sensot,{) concludes that it is connected to
the tree and that the identifier of its current parent in tee is in its variableid. In this case,
sensor 4,j) sends the message after attaching the value of variabléo the message. On the
other hand, if the value of variabkec in sensor 4,j) equals zero, then sensarjj recognizes
that it is not connected to the tree and drops the message.

The following two actions need to be added to the specifinatibsensor 4,j), wherei = 0

or j # 0, in Section IlI.
{generate data nmsg} ->
if trc>0 -> send data(pid) /1 forward data nsg to parent
[1 trc=0 -> skip /1 drop data nsg
f
[1 rcv data(x,y) ->
if trc>0 and i=x and j=y -> send data(pid) // forward data nsg to parent

[1] tre=0 or i!=x or jl=y -> skip /1 drop msg
fi

When the base station (0,0) receives any dgfa(nessage, the base station accepts the data
message even ifi,§) is not (0,0). This is because the ultimate destination bflala messages
is the base station. Note that the same data message mayeedeby the base station more

than once, since the data message is still forwarded alangpghnning tree until it reaches the

base station. Thus, the snooping feature of the base staioonly increase the probability that
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every data message is received (at least once) by the baies.sta

The following action needs to be added to the specificatioth@fbase station in Section Ill.

rcv data(x,y) -> {accept data nsg}

V. FOSTERPARENTS

According to the logical grid routing protocol (describedSection Ill), a sensor has a parent
in the spanning tree as long as this sensor keeps on rec&wimiected messages from one or
more of its potential parents. Thus, if at least one of theeppil parents of a sensor is alive
and connected to the spanning tree, the sensor remainsatedre the tree. Unfortunately, it
is possible that all the potential parents of a sensor fap-sWhen this happens, the sensor
no longer receives any connected messages from any of gstmdtparents and so it becomes
disconnected from the spanning tree.

To solve this problem, we need to extend the logical gridinguprotocol such that a sensor
remains connected to the spanning tree even if all its paleparents has fail-stopped. We
describe this extension next.

When a sensori(j) has no parent and receives a connected message from sosoe §efl),
which is not a potential parent of sensayj), sensor 4,j) makes sensor’(;') its foster parent
in the spanning tree. In this case, sensgj) (becomes connected to the tree and it can route
the data messages to the base station, but it does not senmbangcted(j) messages. (The
reason for this last restriction is to prevent any subsetatsrs from forming a directed cycle
of foster parent relationship.)

When a sensori(j) is connected to the spanning tree via a foster pargpt)( and receives a
connected(’,;") message from a sensaf ("), then sensori(j) makes sensor'(,;") its parent
or its foster parent (depending on whethét, (') is a potential parent ofi(j)) in the spanning
tree.

When a sensorifj) is connected to the spanning tree via a foster parent, beg dot receive
any connected message for a period3af 7' seconds, it becomes disconnected from the tree

and no longer forwards data messages to the base station.
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To evaluate the effectiveness of the foster parent extensie considered a sensor network
that has 100 sensors including the base station. This net&waonfigured into a 10*10 logical
grid with a hop size 2. We assumed that a percentage of thersemsthis network have fail-
stopped and computed how many of the remaining sensors ireosnected to the spanning
tree via parents or via foster parents, and how many sensmsnie disconnected from the
spanning tree. The results of these simulations are showdgures 2 and 3, and in Table 1.

The good news from this study is that even if 50% of the sensotee network have fail-

stopped, about 84% of the remaining sensors remain corthextine tree. (Of those, 57% are
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TABLE |
NUMBER OF FAIL-STOPPED SENSORS V.NUMBER OF CONNECTED SENSORS IN0O*10 GRID WHEN H=2

# Fail-stopped sensorns# Connected sensois# Disconnected sensols
0 100 0
10 89 1
20 79 1
30 68 2
40 56 4
50 42 8

connected via parents and 27% are connected via fostertpar@mly 16% of the remaining
sensors become disconnected from the tree. These figuresndeate that the foster parent
extension is highly effective especially when a large faactof the sensor in the network fail-

stop.

VI. A BROADCAST PROTOCOL

As mentioned in Section |, a sensor network usually supp@rts communication patterns
between the sensors in the network: unicast and broadecatite lunicast pattern, any sensor in
the network can send a message whose ultimate destinatibe [sse station. In the broadcast
pattern, the base station can send a message whose ultiestieation is each sensor in
the network. So far we discussed how the logical grid roufngtocol supports the unicast
communication pattern. In this section, we show how to extée logical grid routing protocol
slightly to support the broadcast communication pattern.

Because each sensor sends a connected messagd 'esergnds and because each connected
message consists of 2 — 4 bytes, the broadcast message &dragh station can be piggybacked
on the sent connected message. Therefore, each connecssdgae sent by a sensarj],
becomes of the following form:

connected(i,j,seq,txt)
whereseq is the sequence number of the broadcast messageranslthe text of the broadcast
message (being piggybacked on the sent connected message).

After the base station piggybacks a broadcast message omtaceenected message, it
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piggybacks the same message on the kextl connected messages. This means that the base
station sends the same broadcast messagaes, so that the probability that all the sensors in
the network have received this message is very high. (We ajivestimate of below.)

This feature is implemented by providing the base statiah wivariabletrb whose value is in
the range Ok. When the base station piggybacks a new broadcast messageemt connected
messagetrb is assigned the value. Every time the base station times-out to send a connected
message, the value of variableb is decremented by one, and the last broadcast message is
piggybacked on the sent connected message. When the valaeiabletrb becomes zero, the
base station constructs a new broadcast message and staitggyback this message on the
sent connected message and so on.

A specification of the base station is as follows:

sensor (0, 0) /1 base station
const T . integer, /1 avg interval to send next connected nsg
k : integer /1 time remaining to broadcast next nsg
var r D1..2*T - 1, /1 randominterval whose avg length is T
trb : 0..Kk, /1 time remaining to broadcast next msg, initially O
seq : integer, /1l seq num of current broadcast nsg, initially O
txt : integer /1 text of current broadcast mnsg
begin
time-out expires ->trb := max(trb-1,0);
if trb=0 -> txt := any; // construct new broadcast nsg
seq : = seqg+l;
trb 1=k

[T trb>0 -> skip
fi;

send connected(0, 0, seq, txt);
r :=rand; tine-out after r

end

Each sensorifj), wherei £ 0 or j # 0, remembers the sequence numbey and the text
tat of the last broadcast message it has received. When thisrseteives a connected(’,s,t)
message, it comparaesqg with s. If seq is smaller thars, sensor{,j) recognizes that the broadcast

message that is being piggybacked on the received conneeteshge is new. In this case, sensor
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(1,7) accepts the broadcast message and updates its two varablandtzt. If seq is at least
s, then the sensori,§) recognizes that the broadcast message that is being @gkgth on the
received connected message is old and ignores the broadeastge.

A specification of sensor,j), wherei # 0 or j # 0, is as follows:

sensor (i,j) /1 a sensor (i,j) where i=!0 or j!=0
const P : set of potential parents of sensor (i,j),
T . integer /1 avg interval to send next connected nsg
var pi d : an elenent fromP, // parent identifier
trc : 0..3, /! time to remain connected, initially O
r D1.2%T - 1, /1 randominterval whose avg length is T
X 0. M1,
y o 0. N1,
seq,s : integer, /1 seq num of current broadcast nsg, initially O
txt,t : integer /1 text of current broadcast nsg
begin
rcv connected(x,y,s,t) ->
if seq <s -> seq :=s; txt (=t
[T seq >=s -> skip
fi;
if (x,y) inP ->pid 1= (x,y); /'l choose new parent
if trc=0 ->r :=rand; tinme-out after r

[T trc>0 -> skip
fi; trc := 3

[T '"((x,y) in P) -> skip

fi

[T time-out expires -> trc := max(trc-1,0);
if trc>0 -> send connected(i,j,seq,txt);
r :=rand; tinme-out after r
[T trc=0 -> skip /1 1ose parent
fi
end

Next, we give an estimate of the parametementioned above. The base station needs to
keep on piggybacking the same broadcast message for a tiroel gex 7' seconds before it
piggybacks a new broadcast message on its sent connectedgassThe period x T" should
be large enough to ensure that the current broadcast messageived by every sensor in the

—1)+(N-1)

network. This means that the current broadcast messags teetake] 2117 hops over
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the logical grid. Thus, we have the relationship

(M —1)+ (N —-1)
i 1

Eo=

As an example, consider a sensor network that is configutedairi0*10 logical grid whose
hop sizeH is 2. In this case, the value éfis 9. If T' is chosen to be 20 seconds in this network,
then the base station can send a new broadcast message:evéry= 9 x 20 = 180 seconds,
which is a reasonable broadcast rate for sensor networks.

The sequence numbers of broadcast messages can have d tamige Ogmazr wheregmax
is any even positive integer. Each number in this range @z has 72 numbers “larger”
than it and®2** numbers “smaller” than it. As an example, consider the caaethe sequence
numbers of broadcast messages are in the range of 0..4sloabke, 0 has two larger numbers
1 and 2 and two smaller numbers 3 and 4. Also, 1 has two largetbats 2 and 3 and two

smaller numbers 4 and 0 and so on.

VIl. EXPERIMENTAL RESULTS

We have applied the logical grid routing protocol to the DARRetwork Embedded Software
Technology (NEST) field experiment “A Line in the Sand” [1]hare about 80 MICA2 motes
were deployed to monitor a field so that intruders (e.g.,4anérs, and civilians) can be detected,
classified, and tracked. This experiment successfully sddwat the logical grid routing protocol
is able to reliably route data messages from every sensossathe network and thus provides
the foundation for precise target detection, classificatamd tracking. Based on this experience,
we have applied the logical grid routing protocol to the DAREXtreme Scaling project (Exscal)
field experiment [8], where about 1000 XSM motes and 45 Stesg@s the base stations) were
deployed. This experiment also showed that the logical gyiding protocol can be used for
large scale networks.

We implemented the logical grid routing protocol and a \arf the distance vector routing
protocol over the TinyOS platform[9]. We set up a testbed nehd49 MICA2 motes[9] are
deployed in a grass field (see Fig. 4(a)), forming a 7*7 grek(Big. 4(b)) with 5-feet separation
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between neighboring grid points, and the base station {§®e mote at the left-bottom corner

of the grid.

(a) Testbed environment (b) Grid topology

Fig. 4. The network topology of the testbed

For our experiment of the logical grid routing protocol, weose the hop sizé to be 2 and
T to be 20 seconds. To have a valid logical grid, the power le¥edach sensor was assigned
9 (out of the range 1..255). Based on this setup, we assigaell gensor in the testbed an
identifier so that each sensor can compute the identifierssgbatential parents by using the
algorithm in Section Il. Note that the average number of hiopsh a sensor to the base station
is around 3.3.

In each experiment, we used the traffic trace from a field enypsrt “A Line in the Sand’[1]
to simulate the network load when events occur. The trafficetrcorresponds to an event where
each mote except the base station generates two data nesaageoverall 96 data messages
are generated. The cumulative distribution of the numbedath messages that are generated
by the sensors in the network during the event is shown as5igach result in figures and
tables represents the average value over 10 runs of this. trac

The performance of a routing protocol can be evaluated bydh@wving four metrics:

. Total delivery ratio: the ratio of the total number of unique data messages reddiy the

base station to the total number of data messages genesatdtidensors in the network.

« Individual delivery ratio: the ratio of the number of unique data messages receiveteby t
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base station from a particular sensor to the number of datsages generated by that

particular sensor.

. Delay: the average time taken for a data message to be receivecellyae station after

the data message is generated.

« Goodput: The number of unique data messages received by the basm stwided by the

interval between the time the first data message is geneaaigdhe time the base station

receives the last data message. Note that the goodput sefleat fast data messages are

pushed from the network to the base station. By definition, dptimal goodput for the

trace is 6.66 messages/second, when the delay of each dasageeis 0 and all the data

messages are received by the base station.

First, we ran experiments of the logical grid routing pratoand the distance vector rout-

ing protocol where each of the routing protocols uses thawdeflinyOS queue management

component “QueuedSend”’[9] and the maximum number of retnggsions of a data message

is zero. The results are shown in Fig. 6, and Tables Il and III.

TABLE Il

PERFORMANCE OF THE DISTANCE VECTOR ROUTING WITHQUEUEDSEND

Total delivery ratio

Delay

Goodput

33.7%

0.11 secondsg

2.76 messages/secof

nd

Fig. 6 shows the individual delivery ratio of each sensoria the network. From Fig. 6, we
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Fig. 6. Individual delivery ratios in the distance vectouting and in the logical grid routing with QueuedSend

observe that in the distance vector routing protocol, thigvidual delivery ratio of each sensor
differs significantly with one another, and the total defyveatio is only 33.7%.

On the other hand, in the logical grid routing protocol, thdividual delivery ratio of each
sensor reduces gradually as the number of hops from a semgbe tbase station increases,
and the total delivery ratio is 72%. The logical grid routimgptocol provides relatively uniform
delivery of data messages from different locations, sitdelances the load over the network
and avoids causing severe contention or congestion atircertéwork locations. Table 1l also
shows the results of the logical grid routing protocol witluededSend when the maximum

number of retransmissions of a data message is 1 and 2.

TABLE 11l
PERFORMANCE OF THE LOGICAL GRID ROUTING WITH'QUEUESEND”

Total delivery ratio Delay Goodput |
0 retransmission 72% 0.09 seconds 4.52 messages/second
1 retransmissior 77.6% 0.11 seconds 4.83 messages/second
2 retransmissior 81% 0.12 seconds 4.82 messages/second

Next, to further improve the delivery ratio, we developedransport protocol RBC[10].
In RBC, lost messages are detected reliably and retramsinét appropriate time without

introducing much additional contention or congestion te tietwork. We ran experiments of
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the logical grid routing protocol where the protocol uses(R&nd the maximum number of

retransmissions of a data message is 2, and the results@x & Fig. 7 and Table IV.

1 0.95
1 0.95
il il

1
1

i, il il
1 09 09
1

[T U = =

1 1

[ I e N N

95 1 1 1 1 1

1
1 1- 09 09 1 - 1

-

Fig. 7. Individual delivery ratios in the logical grid roog with RBC

From Fig. 7, we observe that the individual delivery ratioeafch sensor is almost 100%,
and the total delivery ratio is 98.8%. The delay increaseseslost data messages are deferred
in retransmission, but this delay does not affect the gobdpuhe protocol which might be
more important to sensor network applications. The goodpathes 6.45 messages/second that

is very close to the optimal goodput 6.66 messages/second.

TABLE IV
PERFORMANCE OF THE LOGICAL GRID ROUTING WITHRBC

Total delivery ratio Delay Goodput |
98.8% 1.2 seconds 6.45 messages/se00|11d

VIII. A DVANTAGES AND LIMITATIONS

The logical routing protocol has the following six advardgagover other routing protocols in
sensor networks).

« Simplicity

. Load balancing

« Increasing the network lifetime

« Fast fault recovery
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« Security without cryptography
« Supporting a broadcast protocol
Next, we discuss each of the advantages of the logical gritng protocol.

i) Smplicity: The logical grid routing protocol is simple and so it conssna small
percentage of the resources of its network. In particules,drotocol requires that every sensor
in the network sends only one routing message every 20 secand stores no more than 10—
15 bytes of routing information (which includ€B, pid, trc, seq andtzt). Also, each routing
message has no more than 20 — 30 bytes including a broadcasagee

i) Load balancing: The data items from the same source sensor are likely toxfalifferent
paths to the base station resulting in balancing the load thenetwork. This feature can also
help for sensors to avoid severe congestion and reduce geesskision, when a burst of sensing
events occurs in the network.

iii) Increasing the network lifetime: The logical grid routing protocol requires that each
sensor consumes a small amount of energy, and the sensardatnergy load across the
network. Thus, the protocol can increase the network iifeti

iv) Fast fault recovery: When the current parent of a sensor fail-stops, the sendbr wi
replace this parent as soon as it receives a connected reeseag another potential parent.
Thus, sensors in the network can recover quickly from theatitn where their parents fail-stop.

V) Security without cryptography: In the distance vector routing protocol, an adversary
sensor can tempt many sensors to choese be their parents in the spanning tree by advertising
a very small distance, say 1, to the base station. The adyehsn can drop all the data messages
that it receives from these sensors. However, in the logical routing protocol, each sensor
has a set of potential parents in the spanning tree and kdepgjing its parent whenever it
receives a connected message from another potential pdieud, the adversary cannot make
the sensor choose the adversary to be the parent of the sam$anhen drop all data messages
from that sensor, unless all the (legitimate) potentiabpts of the sensor fail-stop. The logical
grid routing protocol provides this security feature with@ncrypting and decrypting connected

messages.
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vi) Supporting a broadcast protocol: Since each sensor sends connected messages period-
ically and connected messages consist of only 2 — 4 bytesbribedcast messages from the
base station can be piggybacked on the connected messdgetodical grid routing protocol
is extended slightly to piggyback a broadcast message ondieected messages.

On the other hand, the logical grid routing protocol has tiwing four limitations.
« Initial setup requirement
« Limited communication patterns
« Limited connectivity
« No support for mobility
Next, we discuss each limitation of the protocol.

i) Initial setup requirement: The logical grid routing protocol needs to be set up. In
particular, each sensor in the network needs to be assigraidtiact identifier that reflects
the physical location of the sensor and a hop dizeeeds to be selected. Each sensor can use
a GPS device or a localization service [11], [12], [2], spdgifor a large network. However,
once this initial setup is over, the sensors can take all dvargtages that the logical grid routing
protocol provides.

i) Limited communication patterns. The logical grid routing protocol does not support
every communication pattern that can happen in a network.ekample, two sensors in the
network cannot exchange data messages unless one of thée Imde station. Nevertheless,
the protocol provides the two communication patterns thatraost commonly used by sensor
network applications.

iii) Limited connectivity: The logical grid routing protocol limits the connectivity the
sensors in a network such that sensors connected to the iref®@ster parents do not send
connected messages. Due to this limitation, some sensbeindtwork may not be connected
to the tree. For example, in Fig. 8, sensor (4,4) is connectede tree via a foster parent (3,4)
when H = 2, and so does not send connected messages. Thus, sensaa(h6) be connected
to the tree. However, the probability that this case happerthe network is very small. We

showed in Section V that even when 50% of sensors in the nktaxa failed, 84% of the
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Fig. 8. A logical grid where a filled circle represents an @lsensor and a hollow circle represents a fail-stopped senso

sensors still can be connected to the tree.

iv) No support for mobility: The sensors in the logical grid are assigned distinct iflergi
such that their identifiers reflect their physical adjacescihis cannot be maintained in mobile
environments. However, in most sensor network applicatitimee sensors, specially the sensors

that participate in routing, are stationary in the network.

IX. RELATED WORK

Several routing protocols for sensor networks have beeposexl and these protocols were
categorized and classified in [13] and [14]. In [15], the elo#eristics of wireless communication
that need to be considered for design of routing protocolewevestigated.

In location-based routing protocols [5], each node utdi#e location, its neighbors’ locations
and a final destination location to forward messages to tsérdgion. GPSR[16] uses greedy
forwarding to forward a message to the neighbor that is ggagcally closest to the destination
of the message, and uses perimeter forwarding when greedriing is not possible. GRID[17]
and LAR[18] utilize location information to limit floodingni mobile ad hoc networks for route
discovery, packet relay or route maintenance. GEAR[19li$es on forwarding messages to a
target region. GLS[20] uses geographic forwarding for atimn service that tracks mobile node
locations. In the logical grid routing protocol, each sensomputes its potential parents based
on its logical grid identifier that reflects the (physicalt&tion of the sensor, and chooses one

of its potential parents to be its parent in the spanning tree
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Speed[7] combines a real-time protocol and a locationbaseting protocol such that each
node chooses the next hop among the neighbor nodes that ‘doewarding candidate set” of a
message and also satisfy the desired relay speed. In [Zluthors investigated link selection
strategies for a location-based routing protocol in losgghss sensor networks.

In [22], Woo et al investigated link quality estimation aneighbor management in dynamic
and lossy sensor networks, and developed a version of ttendesvector routing protocol, where
each node selects a path with the minimal number of retrasssomis based on link quality. In this
approach, it is important to have stability in changing aepérsince each change is propagated
over the network. In the logical grid routing protocol, charg a parent in a sensor does not
affect any other sensors in the network.

In data-centric protocols such as Directed Diffusion [28%ink floods a query over a network
and sets up a path with a source. These query-based protmegisnot work efficiently for
applications where all nodes report events to a fixed baserstdn [24], the combination of
push-based strategy and pull-based strategy was studiedfiiment information dissemination
and gathering.

Multipath routing protocols have been proposed for loadtheihg and fault tolerance. Ganesan
et al [25] utilize multiple paths to find an alternative pathiakly when some node in the path
between a sink and a source fail-stops, but there is overtoeacintain multiple paths. In [26],
the algorithms of constrained random walks on random grahe studied to construct multiple
paths without any overhead and to provide load balancing thenetwork. In [27], the distance
vector routing protocol is modified, for load balancing, Istieat each node distributes the traffic
load over the nodes that have less or equal distance to thieatem. In the logical grid routing
protocol, sensors in the network can achieve load balarambfast fault recovery without any
overhead to maintain multiple paths and other information.

In [28], the convergecast flooding policies were proposedrela node rebroadcasts a message
based on its gradient to the base station, or the informatiots ancestors in the spanning tree
whose root is the base station.

Trickle [29] propagates and maintains code over a networlpbiitical gossip”. A node sends
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metadata that shows the version of code the node has, orie ihdbde has not received any
metadata from any node in the network for a certain periododerrequests update or propagates
update based on received metadata. In [30], nodes in the@refinst find an optimal target radius
of the communication range that reduces energy consumatidithe number of retransmissions,

compute a connected dominating set, and then use thisigteuicr broadcasting messages.

X. CONCLUDING REMARKS

In this paper, we presented the logical grid routing protdbat maintains an incoming
spanning tree whose root is the base station. This tree i®taskd to route data messages
from any sensor to the base station in the network. We alsended the logical grid routing
protocol slightly to piggyback a broadcast message on aiademessages.

Our protocol is simple and so it consumes a small percentiiipe oesources of its network. In
particular, the protocol requires that every sensor in #tevark sends only one routing message
every 20 seconds and stores no more than 10 — 15 bytes of gaanfiormation. Also, each
routing message has no more than 20 — 30 bytes. We showed bijagson that even if 50% of
the sensors in a network fail-stop, 84% of the remaining @ansan still route data messages.
The experimental results showed that the protocol deliv@es — 99% of the messages to the
base station under heavy and bursty traffic that generatédlata messages per 15 seconds.

When the base station is located in the middle of a logical, ghie logical grid can be divided
into four sub-grids. Then the sensors in each sub-grid ezete logical grid routing protocol
to build a spanning tree whose root is the base station.

The logical grid routing protocol described in Section ldncbe easily modified to support
multiple base stations. For example, each sensor can havedis of potential parents, one set
for the spanning tree whose root is the primary base stanontlae other set for the spanning
tree whose root is the secondary base station. When the nyribage station fail-stops, sensors

in the network can route data messages to the secondary tatiea.s
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