
Improving the Interation betweenOverlay Routing and TraÆ EngineeringGene Moo Lee, Taehwan Choi, and Yin ZhangDepartment of Computer Sienes,The University of Texas at Austinfgene, tlight, yzhangg�s.utexas.eduAbstratOverlay routing has been suessful as an inremental method toimprove the urrent Internet routing by allowing users to selet theirlogial routing. In the meantime, traÆ engineering (TE) tehniquesare being used to redue the network ost by adapting the physialrouting in response to varying traÆ patterns. An overlay is interestedin the optimal routes for its own users, whereas TE is to optimize thewhole network performane. Previous studies [1, 2℄ have shown thatthe onit of objetives an ause huge network ost inreases andosillations to the network.In this paper, we improve the interation between overlay routingand TE by modifying the objetives of both parties. For the over-lay part, we propose TE-awareness whih limits the sel�shness bysome bounds so that the ation of overlay does not o�ensively a�etTE's optimization proess. For the TE part, we suggest COPE as astrong andidate that ahieves lose-to-optimal performane for pre-dited traÆ matries and that handles unpreditable overlay traÆeÆiently. With extensive simulation results, we show the proposedmethods an signi�antly improve the interation with lower networkost and smaller osillation problems.
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1 IntrodutionOverlay routing has been proposed as an inremental method to enhane theurrent Internet routing without requiring additional funtionality from theIP routers. Overlay tehniques have been suessful for many appliations,inluding appliation-layer multiast [3{5℄, web ontent distribution [6℄, andoverlay routing [7, 8℄.In an overlay network, several overlay nodes form an appliation-layerlogial network on top of the IP layer network. Overlay networks enableusers to make routing deisions at the appliation layer by relaying traÆamong overlay nodes. We an ahieve better route than default IP routingbeause some problemati and slow links an be bypassed. In addition, over-lay routing an take advantage of some fast and reliable paths, whih ouldnot be used in the default IP routing due to the business relationship.By its nature, overlay routing has sel�sh behavior. In other words, over-lay ats strategially to optimize its performane. This nature of overlaymakes impat on the related omponents of the network. Overlay routinghas vertial interation with IP layer's traÆ engineering. Whenever over-lay network hanges its logial routing, the physial traÆ pattern hanges,whih is observed by the underlay routing. Network operators use traÆ en-gineering tehniques [9{11℄ to adapt the routing to ope with the new traÆdemands. This new routing, in turn, hanges the link lateny observed bythe overlay network, and then overlay makes another deision to hange itsrouting. TraÆ Engineering ares about the network as a whole, in order toprovide better servie to all the users. However, the main objetive of overlayrouting is to minimize its own traÆ lateny. Then an interesting issue is tounderstand the interation between overlay routing and IP routing.The interation between overlay routing and traÆ engineering was �rstaddressed by Qiu et al. [1℄, where the authors investigate the interation ofoverlay routing with OSPF and MPLS traÆ engineering. Keralapura etal. [12℄ examine the interation dynamis between the two layers of ontrolfrom an ISP's view. Liu et al. [2℄ formulate the interation as a two-playergame, where overlay attempts to minimize its delay and traÆ engineeringtries to minimize the network ost. The paper shows that the interationauses a severe osillation problem to eah player and that both players gainlittle or nothing as the interation proeeds.In this paper, we propose TE-aware overlay routing, whih takes theobjetive of underlay routing into aount, instead of blindly optimizing its2



(i; j), l physial link(i0; j 0) logial linkap(l) apaity of a physial link lvst(l) ow of dst on link lfst(l) fration of dst on link lt(l) traÆ rate at link ldst total TE demand on physial node pair (s; t)ds0t0 overlay demand on pair (s0; t0)dunderst TE demand due to underlay traÆdoverlayst TE demand due to overlay owP (s0t0) set of logial paths from s0 to t0Æs0t0p path mapping oeÆienth(s0t0)p overlay ow on logial path pTable 1: Notations for vertial interationperformane. Moreover, we argue that it is better o� for both players if theunderlay routing is oblivious to the traÆ demands. We suggest COPE [13℄as a strong andidate for this purpose.The paper is organized as follows. First, we formally desribe underlyingmodel in Setion 2. Setion 3 formulates the interation of overlay routingand traÆ engineering as a non-ooperative two-player game. Then variousunderlay routing shemes are desribed in Setion 4, and sel�sh overlay rout-ing and TE-aware overlay routing are given in Setion 5. Setion 6 evaluatesthe proposed methods with extensive simulation results. Lastly, Setion 7onludes the paper and gives future diretion.2 ModelIn this setion, we desribe the mathematial model, whih will be usedthroughout the paper. Basially, traÆ engineering and overlay have di�er-ent viewpoints of the network. Network operators know all the underlyingstruture of the physial network, whereas overlay has a logial view of thenetwork.Table 1 summarizes the notations for vertial interation. First, we useG = (V;E) to denote an underlay network, where V is the set of physial3
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underlay routing       traffic demandsFigure 1: vertial interation game: TE determines the physial routing,whih deides link lateny experiened by overlay. Given the observed la-teny, overlay optimizes its logial routing and hanges the physial traÆdemands, whih, in turn, a�ets the underlay routing.nodes and E is the set of edges between nodes. We use l or (i; j) to denotea link and ap(l) to refer the apaity of link l. For the overlay network, weuse G0 = (V 0; E 0). In G0, we use i0 to represent the overlay node built uponphysial node i in underlay graph G. Overlay node i0 is onneted to j 0 by alogial link (i0; j 0), whih orresponds to a physial path from i to j in G.Now, we need to have di�erent notations for overlay and underlay traÆdemands: dst is used to indiate the total traÆ demand from node s tot, inluding overlay and non-overlay traÆs, and dst is a sum of dunderst anddoverlayst . dunderst refers to the bakground traÆ by non-overlay demands. Next,it is important to di�erentiate doverlayst from ds0t0 : ds0t0 indiates the logialtraÆ demand from overlay node s0 to t0, whereas doverlayst is the physialtraÆ demand on physial node pair (s; t), generated by overlay network. Inother words, doverlayst is omputed by the overlay routing based on the urrentlogial demand fds0t0 j8s0; t0 2 E 0g.The third group of notations is for the overlay routing. P (s0t0) is the setof logial paths from s0 to t0. Æs0t0p is the path mapping oeÆient, where thevalue is 1, if logial link (s0; t0) is on logial path p, and 0, otherwise. h(s0t0)pis the amount of overlay demand d(s0t0) owing on logial path p.3 Vertial Interation GameBased on the formulations in the previous setion, traÆ engineering andoverlay routing are oupled through the mapping from the logial level pathto physial level links. We an formulate the interation as a non-ooperativetwo-player game as desribed in Figure 1.The �rst player is the ISP's traÆ engineering and the seond player is4



the overlay routing for the user's side. The interation onsists of sequentialmoves of the two players. Eah player takes turn and makes ation to opti-mize its performane. Based on the overlay demand and ow onditions onthe physial links, overlay alulates the optimal ows on the logial routing.These logial ows and the underlay bakground traÆ are oupled to formthe total traÆ matrix, whih is the input for traÆ engineering. Then traÆengineering optimizes its performane by adapting the ows on the physiallinks, whih in turn a�ets the delays experiened by the overlay. This in-teration ontinues until the two players ome up with the Nash equilibriumpoint [14, 15℄.In game theory, Nash equilibrium is a kind of optimal olletive strategyin a game involving two or more players, where no player has anything togain by hanging only his or her own strategy. If eah player has hosen astrategy and no player an bene�t by hanging his or her strategy while theother players keep theirs unhanged, then the urrent set of strategy hoiesand the orresponding payo�s onstitute a Nash equilibrium.Liu et al. [2℄ prove the existene of Nash Equilibrium in a simple intera-tion game, where the topology onsists of three nodes and there is a singledemand between two nodes. Even though we might prove the existene of aonvergent point, the interation proess does not guarantee that two play-ers' behaviors onverge to the Nash equilibrium. Moreover, if the game getsompliated, it is even harder to antiipate the interation proess. The au-thors show that in a realisti senario, both traÆ engineering and overlayrouting experiene substantial performane loss due to the osillation.The main diretion of our work is to improve the vertial interation be-tween overlay routing and traÆ engineering. First, we want the interationgame to onverge faster beause the osillation in this game degrades the per-formane of both players. Next, we try to redue the performane variationin the transient osillation proess.4 TraÆ EngineeringIn this setion, we now formulate three traÆ engineering shemes: Multi-Protool Label Swithing (MPLS) [10℄, oblivious routing [16℄, and Convex-hull-based Optimal traÆ engineering with Penalty Envelope (COPE) [13℄.There are other IP routing protools not onsidered in the thesis, suh asOpen Shortest Path First (OSPF) [9℄. We do not onsider this method5



beause it is shown in [1℄ the vertial interation of the sheme is ineÆient.The output of traÆ engineering is IP-layer routing, whih spei�es howtraÆ of eah Origin-Destination (OD) pair is routed aross the network.Typially, there is path diversity, that is, there are multiple paths for eahOD pair, and eah path routes a fration of the traÆ.4.1 Multi-Protool Label Swithing TraÆ Engineer-ingMulti-Protool Label Swithing (MPLS) [10℄ provides an eÆient support ofexpliit routing, whih is the basi mehanism for traÆ engineering. Expliitrouting allows a partiular paket stream to follow a predetermined pathrather than a path omputed by hop-by-hop destination based routing suhas OSPF or IS-IS.The ombination of MPLS tehnology and its traÆ engineering apa-bilities enable the network operator to adaptively load-balane the traÆdemands to optimize the network performane. There are two possible waysto desribe the network performane: maximum link utilization and totallink lateny.First, network operators sometimes worry about over-loaded links, be-ause these links an be a bottlenek for the whole network performane.A slight hange of the traÆ pattern may overload the over-utilized links.Therefore, we want to minimize the maximum link utilization.Given the traÆ demand matrix fdstj8s; t 2 V g, the goal of MPLS traÆengineering is to hoose a physial link ow alloation ffst(l)j8s; t 2 V; 8l 2Eg whih minimizes the maximum link utilization. The Linear Programmodel is given as follows:min rsubjet to fst(l) is a routing8 link l :Xs;t fst(l) dst=ap(l) � rHere, the �rst onstraint ensures that the given routing satis�es the owonservation onstraints. Basially, for eah router, total inoming traÆshould be equal to total outgoing traÆ. It an be desribed as the following6



equations: Xljdst(l)=y fst(l)� Xljsr(l)=y fst(l) = 8>><>>:1 if y = t;�1 if y = s;0 otherwisefor eah OD pair s; t. Here, ljdst(l) = y indiates all links destined to y, andljsr(l) = y means all links soured from y.Seondly, we an use total link lateny as the network performane metri,and we want to minimize the total link lateny throughout the network. Weuse the M/M/1 delay formula to alulate link ost. For a physial link lwith apaity ap(l), if its traÆ rate is t(l), the total delay experiened bytraÆ engineering on the links is t(l)ap(l)�t(l) .Given the traÆ demand matrix fdstj8s; t 2 V g, the goal of traÆ engi-neering is to hoose a physial link ow alloation ffst(l)j8s; t 2 V; 8l 2 Egthat minimizes network osts:min Xl t(l)ap(l)� t(l)subjet to fst(l) is a routing8 link l : t(l) =Xs;t fst(l) dstNote that the link lateny funtion is non-linear, whih makes the optimiza-tion proess to be time-onsuming. The ost of a link is modeled with apieewise-linear, inreasing, onvex funtion following [17, 18℄. We will usethis linear funtion to alulate the lateny for overlay routing in Setion 5.4.2 Oblivious RoutingOne of the important omponents of traÆ engineering is to understandthe traÆ ow. Previously disussed MPLS traÆ engineering optimizesthe paths based on the urrently observed traÆ matrix. Unfortunately,measuring and prediting traÆ demands are really diÆult problems. Flowmeasurements are rarely available on all links and Ingress/Egress points.Moreover, demands hange over time on speial eventssuh as DoS atta,ash rowds, and internal/external network failures. It seems that the most7



one an hope is some approximate piture of demands, not neessarily thevery urrent one.Oblivious routing [16℄ is proposed to resolve this issue. It alulates anoptimal routing whih performs reasonably well independently of traÆ de-mands. In other words, this \demand oblivious" routing is designed withlittle knowledge of the traÆ matrix (TM), taking only the topology alongwith link apaities into aount.4.3 Convex-Hull-Based Optimal TraÆ Engineering withPenalty EnvelopeMPLS TraÆ Engineering an be regarded as an extreme ase of online adap-tation. An advantage of this sheme is that it ahieves the best performanefor the urrent traÆ demand. However, if there are signi�antly fast traÆhanges, suh method an su�er a large transient penalty. Oblivious routingis a way to handle unpredited traÆ spikes. However, a potential drawbakof ompletely oblivious routing is its sub-optimal performane for the normaltraÆ demand.Convex-hull-based Optimal traÆ engineering with Penalty Envelope (COPE)[13℄ is proposed as a hybrid ombination of prediation-based optimal rout-ing and oblivious routing. COPE handles both dynami traÆ and dynamiinter-domain routes and, at the same time, ahieves lose-to-optimal perfor-mane for normal, predited traÆ matries.COPE optimization an be obtained by adding penalty envelope on-straints to MPLS Linear Programming. The penalty envelope onstraintrestrits that the routing f has maximum performane ratio less than orequal to r. This an be formalized as the following set of linear onstraints:8 link l :Xm ap(m) �(l; m) � r8 link l; 8 pair s! t : fst(l)=ap(l) � pl(s; t)8 link l; 8 node s; 8 edge e = t! v :�(l; link-of(e)) + pl(s; t)� pl(s; v) � 08 link l; m : �(l; m) � 08 link l; 8 node s : pl(s; s) = 08 link l; 8 node s; t : pl(s; t) � 08



The onvex-hull-based Linear Program takes the input as a set of possibletraÆ matries. In our simulation, however, we use a single urrently ob-served traÆ matrix. Still, COPE is shown to make an exellent performanefor the dynami hange of the traÆ patterns.5 Overlay RoutingIn this setion, we formulate the objetive funtions for overlay routing. Westart with the default overlay routing, whih we term sel�sh overlay routing.Given the urrent underlay routing and experiened link lateny, sel�sh over-lay tries to minimize its total lateny by hanging the loads for eah logialpath in the overlay network.Then, we propose a variation of overlay routing. Basially, we inludeadditional onstraints to the original overlay optimization so that overlaytakes the presene of traÆ engineering into aount. We term this as TE-aware overlay routing.5.1 Sel�sh Overlay RoutingThe overlay routing algorithm determines a logial path ow alloation fhs0t0p j8s0; t0 2V 0; 8p 2 P (s0t0)g that minimizes the average delay experiened by the overlayusers, whereas traÆ engineering determines the physial ow. By hs0t0p , wedenote the logial overlay demand from s0 to t0 alloated to path p.Individual overlay users may hoose their routes independently by prob-ing the underlay network. However, we assume that a entralized entityalulates routes for all overlay users. Given the physial network topology,underlay routing, and experiened lateny for eah link, optimal overlay rout-ing an be obtained by solving the following non-linear optimization problem:min Xl t(l)overlayap(l)� t(l)subjet to hs0t0p is a logial routing8 link l : t(l) =Xs;t fst(l)(dunderst + doverlayst )8 link l : t(l)overlay =Xs;t doverlayst fst(l)9



8s; t 2 V : doverlayst = Xs0;t0;p Æs0t0p h(s0t0)pThe �rst onstraint ensures that the logial routing satis�es the logial owonservation onstraints. This an be expressed as follows:8s0; t0 2 V 0 : Xp2P (s0t0) h(s0t0)p = d(s0t0)8s0; t0 2 V 0 : h(s0t0)p � 0:Note that the main objetive of problem is non-linear. But we an againlinearize the non-linear part of the program by using the same tehnique usedfor the traÆ engineering optimization. Refer to the Setion 4 for details.5.2 TE-Aware Overlay RoutingBased on the sel�sh overlay routing, we an inlude additional onstraints toensure the overlay is TE-aware. By TE-awareness, we mean the sel�shnessof the overlay is limited by some bound so that the ation of overlay doesnot o�ensively a�et the traÆ engineering's optimization proess.The basi idea is this: (1) when the urrent lateny is below the averagelateny, the overlay tries to minimize its own traÆ amount, given that theurrent lateny is preserved (load-balaner). (2) If the lateny is above theaverage, then overlay hanges the logial routing to improve the lateny, but,at the same time, it avoids a spei� link to be overloaded (limited-optimizer).The �rst part, load-balaner, an be formalized as the following LinearProgram model:min Xs;t doverlays;tsubjet to hs0t0p is a logial routing8 link l : t(l) =Xs;t fst(l)(dunderst + doverlayst )8 link l : t(l)overlay =Xs;t doverlayst fst(l)8s; t 2 V : doverlays;t = Xs0;t0;p Æs0t0p h(s0t0)p10
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Figure 2: 14-node Tier-1 bakbone topology: eah node represents a Point-of-Presene (POP) and eah link represents the aggregated onnetivity be-tween the routers belonging to a pair of adjaent POPs. Four POPs (3,6,7,11)are used as overlay nodes.Xl t(l)overlayap(l)� t(l) � �Here, the main objetive is to minimize the total overlay traÆ amount. Thelast onstraint guarantees that the urrent lateny is preserved. (� in thelast onstraint indiates the urrent lateny.)Seondly, limited sel�sh overlay routing an be de�ned by adding a on-straint to the default sel�sh overlay routing:8 link l :Xs;t fst(l) doverlayst � �� = maxft(l)overlayj8 link lgHere, � is the maximum link load that the overlay generates in the past run.The additional ontraint limits the sel�shness of overlay and prevents spei�links to be overloaded.6 SimulationThis setion desribes the simulation results of vertial interations. We�rst ompare MPLS and COPE as the underlay traÆ engineering shemes.11



Then we evaluate and ompare TE-aware overlay routing and sel�sh overlayrouting.6.1 Data Set DesriptionWe perform extensive experiments on a 14-node Tier-1 POP topology de-sribed in [19℄. The underlay network topology is given in Figure 2. We havedone experiments with other topologies and observed qualitatively onsistentresults. On top of the physial network, we made up a four-node full-meshedoverlay network of node 3, 6, 7, and 11. For the traÆ matrix, we generatesyntheti traÆ demands using gravity model [19℄.6.2 ImplementationWe use General Algebrai Modeling System [20℄ to implement various op-timization proedures for the experiments. Then the interation betweenoptimization programs is implemented by onneting the inputs and outputsof the GAMS programs through Perl sripts. Given that we run the opti-mization proess for more than hundred iterations, we need a support of Con-dor [21℄, whih is a speialized workload management system for ompute-intensive jobs.6.3 MPLS and COPE with Sel�sh OverlayWe start with the omparison between MPLS and COPE in the operator'sviewpoint. We �x the overlay routing to be sel�sh and ompare the perfor-mane of MPLS and COPE.For the COPE, we need a prespei�ed penalty envelope value. We �rstalulate the value (1.9969) by running oblivious routing, whih �nds theoptimal routing whih minimizes the oblivious ratio. This an be alulatedwithout any information about traÆ demands beause oblivious routingonly depends on the network topology information. Then by multiplying 1.1to the optimal oblivious ratio, we set the penalty envelope value.First, we set 10% of the total traÆ demand to be operated by the sel�shoverlay routing. We set the load sale fator to be 0.3, 0.5, and 0.7. Thismeans that the maximum link utilization is 30%, 50%, and 70%, respetively,when all the demands use the default underlay routing without overlay'sation. 12



The experiment results are shown in Figure 3. Regardless of the load salefator, we an observe that the COPE makes better interation with sel�shoverlay. In all ases, MPLS traÆ engineering su�ers from substantially largeosillation throughout the interation, where COPE ahieves almost stableperformane with its maximum link utilization. Similarly, the dynamis ofoverlay lateny is quite stable with the interation of COPE. Moreover, theaverage lateny sometimes gets improved by using COPE.For the next experiment, we want to explore the impat of the overlayfration to the vertial interation. Now, we �x the load sale fator andhange the fration of overlay traÆ (10%, 30%, 50%) in the experiment.We set the load sale fator to be 0:9 in Figure 4.Again, we an observe that COPE makes better interation with sel�shoverlay routing than MPLS does. As we inrease the fration of overlay traf-�, the osillation of maximum link utilization gets larger, whih follows ourintuition. However, the performane of overlay lateny seems to be indepen-dent of how muh portion overlay routing operates.With the extensive simulation, we �nd COPE as a strong traÆ engi-neering tehnique whih ahieves stable performane even the sel�sh overlaytraÆ dominates a signi�ant portion of the total traÆ demand.6.4 TE-Aware Overlay and Sel�sh Overlay with MPLSNow, we evaluate the TE-aware overlay routing by omparing it to the sel�shoverlay routing. For the underlay routing, we again use MPLS and COPE.We �rst start the evaluation by omparing two overlay routings on top ofMPLS traÆ engineering.In Figure 5, we set 10% of the traÆ to be operated by overlay routing andinrease the load sale fator (0.3, 0.5, 0.7). Considering the overlay lateny,TE-aware overlay routing ahieves more stable performane. Moreover, in thease where the load sale fator is 0.5 and 0.7, the average lateny experienedby TE-aware overlay is lower than sel�sh overlay. We an see that overlayrouting an ahieve better and stable routing by understanding the objetiveof underlay routing.Considering the traÆ engineering side, sel�sh overlay routing makes sig-ni�ant burden to the underlay routing beause it generates substantiallylarge amount of additional traÆ. Thus, we an observe sudden inrease ofthe maximum link utilization in all ases. However, TE-aware overlay limitsits sel�shness and tries to avoid a spei� link to be over-loaded by its own13
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(f) Load Sale Fator 0.7Figure 3: MPLS and COPE with sel�sh overlay. 14-node topology with a4-node overlay network, overlay fration = 10%.
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traÆ. Thus, the utuation of maximum link utilization is smaller whenthe overlay is TE-aware.Next, we �x the load sale fator to be 0.9, and hange the overlay fra-tion: 10%, 30%, and 50% (Figure 6). The experiments are onduted wherethe network is substantially ongested (90% - 120%). Still, the proposedmethod makes better interation than sel�sh overlay does.With the extensive experiment results, we ome up with the onlusionthat TE-aware overlay routing generally makes stable interation with MPLStraÆ engineering. Sel�sh overlay routing experienes less preditable la-teny and it makes signi�antly large maximum link utilization of the net-work. However, we an ahieve either onvergene or regular pattern withthe overlay lateny when TE-awareness is used in overlay routing. Moreover,the network overhead to the traÆ engineering is redued by using the pro-posed overlay routing. Thus, TE-awareness obtains win-win game for eahplayer in the presene of MPLS traÆ engineering.6.5 TE-Aware Overlay and Sel�sh Overlay with COPEFor the last experiment, we examine the interation between TE-aware over-lay and sel�sh overlay on top of the COPE traÆ engineering. In the previ-ous experiments omparing COPE and MPLS, we have observed that COPEahieves better interation with sel�sh overlay routing. Now, the question ishow muh gain we an get by using TE-aware overlay with COPE.Figure 7 desribes the experiment results, where 10% of the traÆ isrouted by overlay routing. We again use three load sale fators (0.3, 0.5,0.7). Di�erent from the experiments with MPLS, the ahievement we getfrom TE-awareness is limited. When the load sale fator is 0.3 and 0.5,the TE-aware overlay routing onverges fast with good lateny, but the pro-posed method shows a small osillation in the last ase. However, omparingto the osillation in MPLS experiments, we an see the performane varia-tion is negligible. Similar patterns an be observed with the maximum linkutilization.In Figure 8, we �x the load sale fators to be 0.9 and hange the frationof overlay traÆ (10%, 30%, 50%). General observation is that as the linkgets more utilized, the performane gain from TE-awareness is substantiallylarge.Considering the overlay side, in all experiments, the lateny experienedby TE-aware overlay is better than that of sel�sh overlay. The maximum link16
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(f) Load Sale Fator 0.7Figure 5: TE-aware overlay and sel�sh overlay on MPLS. 14-node topologywith a 4-node overlay network, overlay fration = 10%.
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(f) Overlay Fration 50%Figure 6: TE-aware overlay and sel�sh overlay on MPLS. 14-node topologywith a 4-node overlay network,load sale fator = 0.9.
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(f) Load Sale Fator 0.7Figure 7: TE-aware overlay and sel�sh overlay on COPE. 14-node topologywith a 4-node overlay network,overlay fration = 10%.
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lateny experiened by sel�sh overlay is sometimes twie larger than averagelateny. In some senario, the sel�sh overlay lateny keeps inreasing as theinteration with underlay proeeds. TE-aware overlay shows similar patternbut makes onvergene at onsiderably lower lateny. Looking at the traÆengineering side, TE-awareness obtains either similar or better performanethan sel�shness.Summarizing the interation experiments with COPE, we an ahieveonsiderably good interation for both sel�sh overlay and TE-aware overlay.But, TE-aware overlay performs slightly better than sel�sh overlay routing.7 Conlusion and Future DiretionIn this paper, we improve the vertial interation between overlay routingand traÆ engineering by modifying the objetives of both parties. Over-lay hanges the physial traÆ demands by the logial routing deisions,and dynamially hanging traÆ demands a�et the performane of under-lay routing. Spei�ally, network operators use traÆ engineering tehniquesto adapt IP layer routing to ope with the new traÆ matrix. We proposeTE-aware overlay routing, whih takes traÆ engineering's objetive into a-ount in overlay routing deision. Then we also suggest COPE as a strongtraÆ engineering tehnique, whih makes a good interation with the un-preditable overlay traÆ demands. We show the feasibility of the proposedmethods with extensive simulation results.So far, our model only aptures interations within a single domain. Thena future diretion will be to extend the arguments to inter-domain level. Inthis senario, overlay nodes are spread aross several ASes and ooperate eahother. Then the ation of overlays will make interation with inter-domanrouting algorithms. Another diretion is to explore the vertial interationin more realisti senario. For example, we do not onsider link failures inthe senario. It will be interesting to see the interations after a spei� linkfailed.Lastly, we use average lateny as an indiator of deision for overlay.In reality, this may not be available. We may use sheme similar to TCPongestion ontrol mehanism. In other words, overlay additively inreasesthe sel�shness until some ongestion, and exponentially bak o� to ease theongestion level. Other possibility is to onsider oblivious overlay routing,whih guarantees overlay performane for every possible underlay routing.20
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