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Abstract

In a wireless sensor network, a sensor measures environmental data. It also relays data for other sensors. While sensing
workload is the same among sensors, relaying workload differs. Sensors closer to the data sink carry more data traffic. This
becomes more prominent as the network scales up. The drawback of this is that nodes in the network degrade unevenly and the
network ages in a non-uniform way. This paper seeks the ways to deploy the network so that the workload is evenly distributed,
thus the network overall behavior degrades in a smooth fashion. Assuming that the sensors should be evenly deployed within the
monitored area, we look at the approach where a set of more powerful nodes (routers) are designated for data relaying. We look at
the approach to deploy these relaying nodes that are easy to implement in practice. In particular, we select sub-regionsto deploy
them at calculated density. We propose a simple method wherethe density is simply based on the size of the area whose data
will be relayed by these nodes. Our experimental results verify the theoretical estimation of the routers’ density. We demonstrate
through the experiments that our deployment approach can dramatically extend the lifetime of the network while maintain a low
router-sensor ratio and an even power consumption rate of both the sensors and routers.

I. I NTRODUCTION

In this paper we look for economic ways to deploy a large scalewireless sensor network. The deployed network must

deteriorate evenly and be easy to maintain and replenish.

Wireless sensor network is deployed to collect environmental data for a certain region. The basic functionalities of a node

in the sensor network include sensing and transmission. Fora node, in addition to transmitting its own data, relaying data for

other nodes is also a significant task. In fact, one major advocated advantage of sensor network is its ability to route data

safely to the collecting host.

The drawback that comes with above advantage is the resulting unevenness of sensor usage. Let’s look at how data is routed.

The data collecting host is normally connected by wire to a set of points, which we shall call data sinks. A sink functions

as if it is a node in the sensor network, but only receives datawirelessly. Any data generated within the sensor network is

considered collected if it reaches one of the sinks. We do notworry about the communications between the host and the sinks.

Obviously sensors closer to a sink carry more workload of relaying data. With a fixed amount of energy source, usually in

the form of batteries, their lifetime would be shorter than the rest of the sensors. We calculated the limitations of a large scale

wireless sensor network in [5], which we shall briefly discuss in the next section.

With uneven sensor lifetimes, the sensor network becomes problematic. First of all, less data will be collected in areaswhose

sensors die early. This results in a biased picture of the monitored region. Even worse, once all sensors close to the sinks die,

data sampled from sensors that are still good could not reachthe host anymore. Replenishing these sensors could remedy the

problem, but then we have to spend effort to locate the sensors to replenish.



Deploying more sensors near the sinks could relieve some relaying workload, but then extra sensing capabilities are wasted.

Besides the network becomes non-uniform and more difficult to deploy than if the sensors are evenly distributed.

If we want evenly distributed sensors and also evenly distributed life time, a set of dedicated relaying nodes is required in

the network architecture. In this design, all sensors perform the same job, sampling data and transmit the data to the relaying

nodes. This is similar to the ZigBee [28] architecture. And we shall use its terminology to call the relaying nodes “router”

nodes. Our paper will concentrate on this approach, which will be detailed in Section IV.

It should be pointed out that if we have mobile sinks, we couldachieve the same goal in which a sensor does not relay

data. All it does is to sample data and send it to the mobile sink once the sink comes by. This, however, will not be addressed

in this paper.

The sensor deployment now becomes straight forward. We calculate the sensor density based on the sensor capacity and

required data density. Then we simply disperse the sensors in the monitored region according to the sensor density.

Consequently, what we shall address is how to deploy the routers. Routers differ from sensors in that they do not contain

sensing device and have usually more powerful battery and longer transmission range. For the same reason, however, we

still want them to be easily deployed and maintained, and carry even workloads. In many cases the routers may be mainline

powered, such as is suggested in ZigBee. But still we think itbetter they carry even workload.

The rest of the paper is organized as follows: Section II briefly describes the related work. The lifetime model of the sensor

is presented in Section III. Section IV describes the underlying intuition of the proposed deployment approach. Section V

discusses in detail how to deploy routers in different shapes of regions. Section VI proposes a simple method to calculate

router sub-regions and densities. This method is based on Section V and tries to achieve equal workloads. The performance

studies are demonstrated in Section VII and we finish this paper in Section VIII.

II. RELATED WORK

There has been a lot of work on the capacity limit of wireless sensor network lately [1], [2], [3], [4], [5], [6]. Most of

these work accordantly draw the conclusion that the networkcapacity decreases as it scales up and the decrease rate varies

for different topologies and measurements.

Considering the difficulty to replace or recharge the sensor’s battery, the capacity limit problem encumbers the deployment

of large scale sensor networks. To prolong the network lifetime, many aspects of the problem have been extensively studied.

[7], [8], [9], [10], [11], [12] aim to minimize the transmit power expenditure by reducing the power level of the transmitter

while maintaining the network connectivity. [7] formulates the adjustment of the nodes’ transmit powers as a constrained

optimization problem and presents two centralized algorithms and also the proof of their optimality. In [10], two distributed

algorithms which dynamically adjust transmit power level on a per-node basis are proposed. [11] presents a novel pairwise

transmit power control algorithm in which every node buildsa model for each of its neighbors, describing the correlation

between transmit power and link quality.

In the Medium Access Control (MAC) layer, multiple power saving approaches [13], [14], [15], [16], [17] are proposed



focusing on conserving battery power by switching off theirradio when they do not have to send or receive packets. [16]

presents a new power saving MAC protocol, NPSM, which removes the ATIM window overhead from PSM in IEEE 802.11

in order to increase channel capacity for data transmissionand reduce the energy consumption. In [13], sensor-MAC (S-MAC)

protocol is explicitly designed for wireless sensor networks. It reduces the waste of energy from collision, overhearing, control

packet overhead and idle listening by accepting some reduction in both pre-hop fairness and latency.

Power-aware routing is also a hot research topic and has beenexplored in several previous work [18], [19]. These protocols

are proposed in different scenarios to maximize sensor network lifetime. [18] studies three power-aware routing algorithms:

centralized version ofmax-minzPmin, distributed version ofmax-minzPmin and zone-based routing and demonstrates their

good empirical competitive ratios with the off-line optimal algorithm. To support real-time communication, [19] proposes the

real-time power-aware protocol (RPAR) which achieves application-specified communication delays at low energy cost by

dynamically adapting transmission power and routing decisions.

Current research work on sensor network deployment mainly focus on maximizing network coverage and maintaining the

connectivity of the network [20], [21], [22], [23], [24], [25]. In [20], the idea of random sampling in geometric sets is applied.

It proposes a sampling based approach to decide how many samples (sensor units) must be drawn to make every point in a

possibly unknown scene covered by at least one sensor. [23] studies the problem in the mobile sensor network scenario and

deploys nodes one-at-a-time into an unknown environment with each node making use of information gathered by previously

deployed nodes to determine its target location and ensuring that nodes retain line-of-sight with one another. With theconstraint

that the sensor mobility is restricted to a distance-bounded flip, [22] proposes a minimum-cost maximum-flow based solution

to determine a movement plan for the sensors in order to maximize the sensor network coverage and minimize the number of

flips. In a cluster-based distributed sensor network scenario, [25] presents a virtual force algorithm (VFA) to use a judicious

combination of attractive and repulsive forces to determine virtual motion paths and the rate of movement for the randomly-

placed sensors. All these approaches target at achieving the network connectivity with a small number of sensors but they

ignore the capacity limit problem and are not scalable. our proposed sensor network deployment approach differs from these

methods in three ways. First, we deploy the sensors in a random manner. Secondly, we maintain the network connectivity

with the introduce of routers which are also used to relay thepackets from sensors to the sink. Last and most importantly,

we achieve the even energy consumption rates for both the sensors and the routers to prolong the lifetime of the network and

make the recharge or re-deployment process easy.

III. SENSOR LIFE TIME IN A LARGE SCALE NETWORK

In [5] we studied the effect of data collection on the batteryand buffer of a sensor node, and on the overall sensor network.

We determined the relationship among battery life, sampling frequency, buffer size, etc. We claimed that using identical sensors

throughout a large scale sensor network may not achieve the best result.

Let’s look at sensors in a circular band within the network asis shown in Fig.1. Sensors are deployed with equal density

throughout the region. The radius of the inner circle isR. The width of the band isD, which is the maximum sensor
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Fig. 2. ZigBee topology models

transmission range. Any data generated within the circle has to be relayed by sensors within the band to reach the sinks inthe

outside. We calculated that the average life timeL of a sensor within the band isL = EW0 + r1(W1 + W2(1 +D=R)2 � 1) (1)

In (1), E is the total battery energy of a sensor.W0, W1, andW2 are energy use rate for sensor maintenance, per-data

sensing and per-data relaying.r1 is the sensor average data generation rate.

With everything identical among the sensors, we see that thelife time of a sensor decreases asR increases. Sensors with

largerR must be replenished more often, but not because that their sensing ability is exhausted. The replenishment must also

be scheduled in proportion toR. Also there is an upper bound onR beyond which data will be lost due to limited buffer size

and data rate of sensors in the band.

In above analysis the sinks are outside. We may think this case is not too hard to manage, but for many other scenarios the

network will become very difficult. For example, if we assumethe single sink is at the center in Fig. 1, all data will be routed

inward. We will have far less sensors near the center to relaydata from the peripheral. They will be overwhelmed with the

relaying task.

For replenishment purpose there is a need to deploy sensors equally within the region and keep them the same lifetime,

especially for large scale networks. It may be too costly or impossible to diagnose individual sensors. Instead of finding out

which sensor dies, we hope to simple redeploy new sensors evenly within some sub-regions where all old sensors are expected

to die. If we want to deploy sensors evenly throughout the region, relaying data by the sensors may not be a good idea.

IV. DESIGNATED WIRELESS RELAYING NODES

A router node does not measure data. It receives data collected by sensor nodes and routes the data to the sinks via other

router nodes. A sensor belongs to a router, to who all its measured data is sent. This requires that for every sensor there must

be at least one router within its transmission range.



This is not new. In fact it is one of the many possible topologies defined in ZigBee standard [28], shown in Fig. 2. ZigBee

defines “Reduced Function Device” that does not relay data. There is a “Full Function Device” connecting to each reduced

function device to relay its data. Routers and Coordinator are full function devices. Coordinator coordinates routersand devices.

In small scale, routers are mainline powered and wired to thehost. Fig.2 shows three basic topologies in ZigBee. In a star

topology, sensors are connected to a central router/coordinator. In a cluster tree topology, routers form a tree. Sensors connect

directly with tree nodes. In a mesh topology, stars and cluster trees are connected via their routers. A large scale ZigBee

network is a mesh. The Reduced Function Device in Fig. 2 is what we call sensor in this paper.

The deployment of the network now becomes the deployment of the routers. Just like with sensors, we want routers to be

easily deployed and maintained. If routers are mainline powered, we could afford uneven energy usage among routers. And

the simple approach would be to deploy routers evenly withinthe region. However, we shall look at how to deploy the routers

that they consume power at close rate; Hence they deteriorate at close rate and could be replenished at the same time. Thisis

especially important if routers are also battery powered. In the following we shall assume battery powered routers whenwe

talk about their lifetime.

Since routers do not measure data, they do not need to be deployed throughout the region. We could afford uneven router

deployment because the number of routers is far less than thenumber of sensors. Routers are more powerful, transmit more

data, and have longer transmission range than the sensors. They also last longer. We could, on the other hand, think of a router

as a sensor in which the data it senses is the data it collects from its sensors. In this thought the router as a sensor can measure

different size of area. They do not need to be evenly deployed.

The energy consumption rate of the sensors is the same exceptthe energy to send data. The further a sensor is from a

router, the more energy it consumes. Now let’s consider the energy consumption by the router. For each bit of data received

and forwarded to the next router at distance d, the energy used E isE = a1 + a2 � dn (2)

In (2) a1, a2, andn are constants [4], [6]. If the data rate passing a router isr, then its energy consumption rate isP = (a1 + a2 � dn)� r (3)

The time to replenish the routers could be calculated by dividing the total battery power byP . Or given required router life

time, we could calculateP , which in turn dictates how many routers should be deployed.

Our task is now to design a deployment method so thatP is the same among routers. To achieve this, we propose to locate

a set of sub-regions and define the density within each region, then deploy routers uniformly within each sub-region of the

calculated density.

There are several ways to find the region and density:

1) Pre-select the sub-region, then calculate densities.



TABLE I

SYMBOLS AND DEFINITIONS

Symbol DefinitionR the radius of a circular area or the length around an areaDs the sensor deployment densityDr the router deployment densityrs the sensor data generation rated the distance between two sub-regionsw the width of the router deployment lineN the total number of routers deployedA,B,C the names of areas in consideration

2) Pre-define the same density among all sub-regions, then locate regions accordingly.

3) Pre-select sub-region and same density, then calculate the size of each sub-region.

We shall give some examples in the next section and once we have the sub-regions and densities, the deployment and

replenishment become easy.

V. EXAMPLE OF ROUTER DEPLOYMENT

In this section we examine a representative shape of region,round region with sink at the center, to deploy the sensor

network. We provide three methods. They are equal distance between sub-regions, equal density among sub-regions, and equal

distance and density. Table I summaries the symbols which will be used.

A. Round Region with the Sink at the Center

In Fig. 3(a) is a round region. The sensors will be evenly deployed within the region. Data will be routed to the center of

the region, where a sink is deployed. The routers will be deployed in circles. For ease of discussion, we assume all sensors

send data to the routers in the immediate circles towards thecenter. For example, in Fig. 3(b), all sensors in areaA send data

to the routers in the circle of radiusR. Now let’s decide the location of the circles and the router density within each circle.

1) Equal distance:First we choose to allocate circles with equal distance fromeach other as shown in Fig. 3(b). Let’s

assume that the width of the circlew is one unit. We now calculate the router densityDr in the circle of radiusR. The

routers must relay all data generated in areaA to the routers in the circle of radius(R � d). The total number of sensors

in A is �(R20 � R2) � Ds, the total data rate inA is �(R20 � R2) � Ds � rs. The total number of routers is2�R � Dr.
On average each router handles data rate of�(R20 � R2) �Ds � rs=(2�R �Dr). So the energy consumption of a router isP = (R20 �R2)�Ds � rs � (a1 + a2 � dn)=(2R�Dr). Hence we have the router densityDr = (R20 �R2)�Ds � rs � (a1 + a2 � dn)2P �R (4)

As we go from outer circles to inner circles, the router density has to increase dramatically.
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Fig. 4. Irregular region

We are more interested in equal router life time than how longthe life time is. But it is difficult to compare the ratio of

router densities between circles with (4).

Here is the strategy of router deployment. After deciding ond and the lifetime, we calculate the density of each circle.

Then we simply deploy the routers in each circle according tothe densities. After they reach the life time, we could repeat

the same deployment.

2) Equal density:We could not achieve equal density if the circle width is keptat one unit, no matter where we allocate

the circles. The routers in the inner circle have to relay more data than those in the outer circles, but the size of the inner

circle is smaller than the outer circles.

We could break outer circles into sections and do not deploy routers in the whole circle as shown in Fig. 3(c). We shall not

address this case here.

3) Equal distance and density:This is similar to equal distance. Instead of increasing density of the inner circles, we

increase circle width so that the same amount of routers could be deployed with the basic density.

Let the basic density to beD0. Applying similar calculation, we get:w = (R20 �R2)�Ds � rs � (a1 + a2 � dn)2P �R �D0 (5)

The deployment is similar to that in Section V-A.1.

Note there is a limit on how bigw could be. The innermost circle has to relay data from all sensors. The biggestw will

fill up the whole circle. Suppose in Fig. 3(d) the whole areaC is deployed with routers and the sensors withinC send data

to the sink directly. All data outsideC must be relayed by the routers inC, which put a limit on how bigR0 could be.

B. Comparisons

By design, our methods result in equal workload among routers hence equal lifetime. In comparison, we look at the lifetime

distribution of the deployment method where routers are evenly deployed thorough out the region. Fig. 7 shows the distribution



of power consumption rate, hence the estimated lifetime distribution. The horizontal axis is the distance from the routers to

the sinks and the vertical axis is the power rate usage. The power consumption increases with the distance to sinks for both

region shapes while the distributions produced by our methods in this section are flat lines.

We could have analyzed with more shapes of deployment regions such as round region with the sink at the border and

rectangular regions [26], but what we have done could lead usto the proposed generic method in the next section.

VI. A SIMPLE DEPLOYMENT METHOD

We have illustrated the ways to locate router deployment sub-regions and calculate the densities within each sub-region. In

practice, however, the monitored region does not have perfect geometric shape. For example, in the region in Fig. 4(a), we

need to deploy a sensor network in the rectangular area. It contains a buildingA, a lakeB, and a treeC. The host resides in

the buildingA. The sinks are installed aroundA’s walls. Sensors are deployed in the rest of the areas. Applying methods in

above section is not straight forward.

Based on our analysis in above section, we propose a simple method that does not produce exact workload among routers,

but is simple and produces even enough workloads. It contains the following steps:

1) Draw lines in the area for router deployment. The lines areselected so that sensor data could be relayed from routers

in one line to the routers in the next line, until it reaches the sinks. The distance between two adjacent linesd should

be the same and less than the transmission range.

2) For each line, calculate the router density factorf . f is the value of the length of the line dividing the size of the sensor

area it covers. If a sensor’s data passes through this line, the area monitored by the sensor is covered by the line. For

the region in Fig. 4(a), we draw lines as in Fig. 4(b). In it, the covered area of line 1 is all sensor areas to the left of

it; the covered area of line 4 is the left upper corner.

3) Deploy routers on the lines with the densityDr = f �D0, proportional to its density factorf . D0 is the basic density

value. The average power rate of the routers could be estimated asP = Ds� rs � (a1+ a2� dn)=D0. FromP we can

estimate the average lifetime.

This method is the same as the method in Section V-A.1 for region in Fig. 3(a).

The actual application of the method is depicted in Fig. 4(c). Seven lines are drawn with equal distances, which is close to

the maximum transmission range. Line 1 covers all the area tothe left of and above it; line 2 covers the area to the left of it

and above the second dotted line; line 3 covers the area to theleft of it and below the second dotted line; etc.

We should point out that although we may not derived exact energy usage rate because of the complexity of the energy rate

equation, we could at least achieve close usage rate among routers.

Some explanations are necessary to defend our approach.

The method we proposed assumes uniform sensor distributionand is hence based only on geometric analysis. In a large

scale sensor network, uniform sensor distribution makes practical sense. It makes deployment simple. In cases where sensors

could not be deployed individually, even sensor density is most likely we can hope for.



TABLE II

EXPERIMENT PARAMETERS

Parameters Meaning Value(Sx; Sy) Position of the sink (30; 30)R Radius of the simulation region [12; 30℄d Distance between two sub-regions [3; 7:5℄Ds The sensor deployment density [0:3; 1:0℄rs Sensor data generation rate 1w Width of the router deployment line 1

As we have argued in [5], data generated turns to be evenly distributed as well in a large scale area. At some point in time

some small area may have more dynamics and generate more data, but over the long run the total amount of data generated

from a unit-sized area equals. This also justifies equal sensor distribution. After all, we have equal interest in every place of

the whole area covered by the large scale network.

If the covered area is small and we could set up sensors individually, the approach proposed in this paper does not apply.

There are many active researches on this case.

Combining large scale and practical, we need a deployment method that is quick and easy, which is exactly what we set off

to achieve. The method is not perfect. For example, we do not consider the energy cost difference between sensors of different

distances to the routers; we assumed that all sensors could reach a router in one hop. In reality, sensors may not die out as

evenly as we hope, but the proposed approach could be a starting point to practically deploy large scale sensor networks.

We finish this section with a few words on data routing. In general the sensors send data to routers in the immediate

sub-region towards the sink. It is desirable that all routers in the sub-region share sensors equally. Likewise, a router in one

sub-region receives data from equal number of routers in another sub-region. This is straightforward for cases in Section V.

However, we have not discussed routing establishment in this paper. Methods studied in other research could be applied.

VII. PERFORMANCE EVALUATION

This section presents important results from our simulation studies of the proposed sensor network deployment approach.

Section VII-A presents our simulation model and parameters. Section VII-B demonstrates important properties of the proposed

approach. The goal of the experimental studies is to demonstrate that our approach can dramatically extend the lifetimeof the

sensor network while maintain a low router-sensor ratio andan even router power consumption rate.

A. Simulation Model and Parameters

We focus our performance study on the scenario discussed in Section V-A.1. The sink is deployed in the center of the

round simulation region where sensors are evenly distributed. The routers are deployed in circles with equal distance from

each others. The energy dissipation model follows the setting in [6] and for each experiment,100 trials with different sensor

distributions are conducted to get the average simulation results. A summary of the parameters and default settings used in the

experiments are presented in Table II.



B. Experimental Results

In this subsection, we first evaluate the accuracy of our calculations for the required router number in the deployment, the

router-sensor ratio and the router power consumption rate respectively comparing with the theoretical analysis in Section V-A.

Then, we demonstrate that compared with centralized collection approach and CREM [27], our approach can dramatically

extend the lifetime of the wireless sensor networks.

1) Approach Properties:In this subsection, we evaluate three important propertiesof the proposed deployment approach: the

required router number, the router-sensor ratio and the power consumption rate of the router. For each property, we compared

the practical requirement with the theoretical analysis and the comparisons demonstrate the accuracy of our calculations.

Fig.5 presents the comparison between the practical required router number and the theoretical estimation. In Fig. 5, we

have the observation that the practical routers required are consistently larger than the theoretical estimation. This is because

some remedy routers are need to maintain the network coverage. But this difference is shrinking along with the increase of

the network density and their curves converge when the density is equal or larger than 0.95 in our experiments.

Fig. 6 compares the practical router-sensor ratio with the theoretical results. According to the analysis in Section V-A, the

router-sensor ratio should be not sensitive to the network density which is clearly shown in Fig. 6. Considering the effect from

remedy routers in practice, the practical router-sensor ratio is larger than the theoretical one but they will quickly converge

when the density is increased to 0.95. Another important observation is even when the network density is as low as 0.3, the

router-sensor ratio is just around 0.04 and only 39 routers are needed to help relay the packets from more than 850 sensors.

In Fig. 7, our proposed approach is demonstrated to achieve an even power consumption rate theoretically regardless of

the distance from the router to the sink. This property make it easy to estimate the lifetime of the routers and recharge them

periodically. The practical simulation results are presented in Fig. 8 and Fig.9 in which we increase the network density to 1

to get rid of the infection from remedy routers. In Fig. 8, we sort the routers according to their distance to the sink and have

the observation that the routers in the distant circle away from the sink will relay more sensors’ packets in their sub-region.

The reason for this phenomenon is the routers in the inner circle also need to help relay the packets transmitted from outer

routers. Fig. 9 presents the total number of packets needed to be relayed by each router from the total simulation region.We

observe from Fig. 9 that statistically the routers will relay similar number of packets to the sink regardless of their distance

to the sink but there exists a fluctuation especially when therouter is close to the sink. This is because in our deployment

approach, the outer circle will have less routers compared with the inner circle and the routers in the outer circle will only

relay their packets to the nearest router in the inner circlewhich causes this fluctuation. An simple improvement is to let the

router in the outer circle relay their packets to several near routers but not only the nearest one.

2) Lifetime Comparison:In this subsection, we demonstrate the lifetime comparisonamong our deployment approach,

the centralized collection approach and a cluster-based monitoring approach with data aggregation, named CREM [27]. The

centralized collection approach flushes the sensor networkand constructs a topology tree before the monitoring stage.It collects

the packets along the topology tree from leaves to the root. CREM partitions the sensor network into clusters and organize
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the sensor information in an aggregated way to reduce the transmission cost. If we define the fidelity as the percentage of

the sensors whose packets can be received by the sink, and assume a fidelity of about 90% is acceptable, then from Fig. 10,

we have the observation that our approach can dramatically extend the lifetime of the sensor network. It results in a 25 fold

increase compared to centralized collection approach and a4 fold increase compared to CREM. At the same time, the fidelity

of our approach is much higher than that of CREM as the fidelitywill be reduced as a result of the data aggregation. The

underlying principle of this improvement is: in our approach, the sensors only need to relay their data to the associatedrouter

in one-hop which eliminate the data redundancy in centralized collection approach and the inaccuracy raised from the data

aggregation in CREM.

In summary, in this section, extensive experiments are conducted to present that the proposed sensor network deployment

approach achieves a set of important features including thelow router-sensor ratio and even router power energy consumption

ratio. Based on these properties, our proposed approach caneasily deploy and recharge a small set of routers and greatly

extend the lifetime of the sensor network compared with other approaches.

VIII. CONCLUSION

In this paper we study ways to easily deploy, maintain, and replenish large scale wireless sensor networks.

The deployment of large scale wireless sensor network has practical concerns. Many times we could not configure and deploy

sensors individually because of either cost or time. Another concern is that we expect even workload so that the network could



be easily maintained and replenished. We concluded in [5] that evenly distributed sensors contradict evenly distributed workload

if the sensors have to relay data. In order to resolve this problem, we look at two layered approach. While sensors measured

data, routers relay data. The deployment of sensors is simplified, as well as maintenance and replenishment. Routers do not

need to be deployed evenly throughout the region because they are bigger, more powerful, have longer transmission rangeand

bandwidth, and are less in quantity. Still, by pre-selecting sub-regions for routers, we simplify the deployment, maintenance,

and replenishment of routers. Our approach is aimed at keeping workload equal among routers. The method could be applied

to different energy usage equations, although we used the one in Equation (2) for our calculations. It is demonstrated through

extensive experiments that the proposed deployment approach can extremely extend the lifetime of the sensor network and

maintain even power consumption rates for both the sensors and routers.
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