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Abstract:
As users increasingly rely on various portable de-

vices and network connectivity to carry out com-
puting, battery life will always be a major concern
for users. This paper argues that energy-efficiency
should be a first-class criteria for systems targeting
personal environments.

We examine how energy-efficiency can be
achieved in data synchronization systems targeting
this environment. We present general techniques
that can be adopted by any synchronization system
to save energy. In addition, we develop a novel cost
model, based on weighted-energy-per-bit (Eb) and
Eb forecasts, to help devices pick the right tech-
nology, the right path and the right time to carry
out synchronization. Our initial estimations indicate
that up to two orders of magnitude of energy savings
are possible depending on workloads.

1 Introduction
Ancient wisdom emphasizes achieving harmony in
personal life without exerting too much energy. This
paper aims to do just that, but in a modern context.
This paper strives to encourage data synchroniza-
tion systems targeting personal environments to at-
tain the ideal goal of energy efficiency as they try to
harmonize, i.e. synchronize, different copies of data
spread across various user devices.

On a daily basis, users access a wide range of
devices including mobile phones, laptops, desktops,
netbooks, ebooks, portable music players. It is
widely accepted that portable devices will be the
primary computing device in the future [6]. In ad-
dition, with cloud computing gaining momentum
[4] and with devices having multiple networking
capabilities, such as WIFI, Bluetooth, EDGE, and
3G, usage patterns will increasingly rely on network
communication. Unfortunately, network communi-
cation does not come cheap. It is a well known that
network communication can greatly reduce battery
life: from 300 hours to 6 for an iPhone 3G [1]. Even

if battery capacity increases, network usage will al-
ways put a drain on battery life.

Also, users are increasingly using these devices
to create, store, and access data. With data spread
across multiple devices, servers, or cloud stor-
age, manual data management is becoming a major
chore. Users will start relying heavily on systems
that automatically synchronize data across the de-
vices and that automatically provide access to latest
versions.

Unfortunately, most current systems targeting
this environment [10, 11, 16, 17] overlook energy.
Instead, they focus on the synchronization protocol
and how to best carry synchronize the devices in
order to achieve their consistency, availability, and
performance goals. The few that consider energy,
only look at very specific scenarios [13].

This paper argues that energy-efficiency should
be a primary criterion for data synchronization sys-
tems targeting personal and mobile environments.
To that end, it explores techniques that can be ap-
plied to any synchronization framework to enable
it make energy-smart synchronization decisions. It
applies these techniques to derive a novel cost model
based on weighted energy-per-bit(Eb) for each net-
working technology and Eb forecasts to aid a device
to make synchronization decisions. Our preliminary
calculations indicate that two orders of magnitude of
savings are achievable.

There is a significant body of work that looks into
energy saving techniques at the routing layer. How-
ever, the routing level does not have sufficient infor-
mation to make decisions that affect the guarantees
of the synchronization system such as delaying syn-
chronization. Hence, better savings are possible if
the synchronization framework works together with
the underlying layer.

We are currently applying these techniques and
the cost model to build a new personal file system
that takes energy into account from the ground up.
We hope that our work will prove that significant en-
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ergy savings are possible and encourage other sys-
tems to attain the ideal state of harmony with energy
efficiency.

2 How to Save Energy
In every synchronization system a device needs
to make difficult decisions about when, with what
technology, and with which other device to syn-
chronize. The fact that a mobile device often has
several networking technologies, the presence of
nearby peers, and the possibility of delaying syn-
chronization give the device ample opportunities to
save energy. We present three techniques that can
be used to take advantage of these opportunities and
save energy.

Picking the right path. Mobile devices often
have multiple networking technologies. Some tech-
nologies, such as WiFi, EDGE, and 3G, can be used
to connect to the Internet, whereas others, such as
Bluetooth and ultra-wide-band (UWB), can be used
to connect to nearby peers. Every technology has
different energy requirements. Figure 1 compares
the bandwidth and power consumption of several
wireless technologies. In some scenarios, it may
be more energy-efficient for device to use another
device as an intermediary for synchronization. For
example, a phone will save power if, in order to syn-
chronize with an online repository, it uses a laptop as
an intermediary, connecting via WIFI or even Blue-
tooth rather than the more energy-intensive 3G con-
nection.

Picking the right time. Message batching has
been commonly used to save communication en-
ergy because it reduces the energy spent in setting
up and tearing down connections. By synchroniz-
ing updates as a batch rather than as soon as they
occur, energy efficiency can be improved. Since the
energy savings comes at a cost of increased latency,
how long or how many the updates are batched de-
pends on the level of consistency the system wants
to guarantee.

In addition, since personal devices are mobile,
they move in and out of areas of better connectiv-
ity. For example, when a user is on a bus to work,
his phone may only have 3G connectivity. However,
when he reaches work, the phone may have WiFi
connectivity as well. By leveraging bandwidth fore-

casts [12] and holding off on synchronization when
appropriate, energy-efficiency can be improved.

Keeping priorities. All data is not equal. It is not
necessary to use the same synchronization policy for
all data a device stores. It is possible to synchro-
nize different subsets of data via different paths and
at different times without sacrificing the availability
and consistency guarantees of the system. Energy is
saved because not all synchronization occurs via an
energy-intensive path.

Data can be prioritized in several ways. One ap-
proach is to prioritize meta-data over data synchro-
nization. Transmitting meta-data via more imme-
diate means allows other devices to be quickly in-
formed about the location of the latest version with-
out expending the energy to send the whole update.
The system can still provide the same consistency
guarantees as sending the whole update [2].

Another approach is to prioritize data that is
shared among multiple devices and is more fre-
quently accessed, such as calendar entries and con-
tacts. There is a higher chance for a user to access
data that is shared among a lot of devices and, hence,
should be transmitted immediately. Updates to not-
so-well-shared data can be transmitted when a more
energy-efficient connection is available.

3 Realizing Energy Savings
How can these techniques be applied in a real sys-
tem? In this section, we derive a cost model based
on the techniques and demonstrate that it can lead to
energy savings in a simple synchronization system.
Even though we look at a specific system, the cost
model can be applied in any other synchronization
system.

We consider a simple system, MAYA, in which
every device stores a subset of data, called its lo-
cal set, and synchronizes with a central repository
accessible via the Internet. MAYA guarantees that
users are able to access the latest versions of their
data at most times. Hence, its synchronization pol-
icy aims to ensure that the repository either stores
the latest versions of the data or knows the location
of them. The key to achieving energy efficiency lies
in is picking the right technology, the right path and
the right time to synchronize.

We assume that power consumption for available
network technologies on a device is known or can
be determined by running an energy profiler [15].
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Bluetooth UWB Zigbee WiFi EDGE 3G
Max Bandwidth 3Mb/s 110Mb/s 250Kb/s 54 Mb/s 386Kb/s 3.6Mb/s
Power Consumption 103 mW 750 mW 74 mW 723 mW 1160 mW 1450 mW

Fig. 1: Comparison of different wireless connection protocols. UWB stands for ultra-wide-band. The information has
been collected from various sources [5, 8, 9, 14]. Note that theoretically 3G can provide bandwidths up to 14.4Mb/s.
However, most network providers currently only support 3.6Mb/s speeds.

3.1 Deriving the cost model.
Focus on energy not power. Picking the technol-
ogy to synchronize with is not as simple as picking
the one with the lowest power consumption. Blue-
tooth consumes less power than WiFi. However, be-
cause of the difference in bandwidth, it takes longer
time to transmit the same amount of data via Blue-
tooth than via WiFi, and hence, requiring more en-
ergy [3]

Instead of using the power consumption as means
of comparison, we use the energy-per-bit (Eb) value.
Energy-per-bit calculated by dividing the power
consumption of the technology by bandwidth giv-
ing us an indication of the energy used to transmit a
bit via that technology. The lower the energy-per-bit
value, the more energy-efficient the technology and
the better its energy-connectivity.

Get real. Deriving energy-per-bit values from
stated ideal bandwidths can inaccurate. In theory,
3G promises much faster than EDGE with a cost
of 25 percent more power consumption. However,
in practice, 3G may not live up to its promise.
bandwidths due to the quality of the network cov-
erage(705Kb/s for 3G vs 146Kb/s for EDGE) [7].
Similarly, bandwidths achieved via WiFi networks
vary greatly [12]. In order to have a more ac-
curate picture, a device determines the energy-
connectivity, Eb, for each of its available tech-
nologies periodically by measuring the bandwidth
achieved to connect to the repository via that tech-
nology. At any one time, the minimum of all Eb
values is denoted as rep-connectivity RepEb. Rep-
connectivity is an indication of the minimum energy
required to send a bit to the repository directly.

Since measuring real rep-connectivity expends
energy, there exists a fine balance between accuracy
and energy spent on measurement. In some scenar-
ios, the stated values may be close enough to the
real values eliminating the need for real-time mea-
surement. On the other hand, if real-time measure-

ment is a must, then it is possible to save energy by
piggy-backing connectivity measurement with syn-
chronization.

Count on peers. In some scenarios, it may be
more energy-efficient to leverage peer connectivity.
For example, in the absence of WiFi, energy can be
saved by using Bluetooth to connect to a nearby lap-
top with a wired connection instead of transferring
data to the repository via 3G. Therefore, in addition
to keeping track of local Eb values for connecting to
the repository, a device keeps track of Eb values to
connect to nearby peers and their RepEb. If the peer
has better rep-connectivity and it takes less energy
to connect to the peer (i.e. a peer’s RepEb and the
Eb to connect to it are smaller than local RepEb),
then the peer should be used as an intermediary for
synchronization.

Don’t be taken advantage of. For a device with
excellent rep-connectivity, being used as an inter-
mediary has two repercussions. On one hand, it
takes its toll on battery life, and on the other hand,
it reduces the latency to receive latest update if the
data being routed is part of the device’s local set.
Hence, when a peer inquires about a device’s rep-
connectivity, the device reports three values: its lo-
cal set, the actual rep-connectivity, RepEb, for data
belonging to its local set, and third, a weighted rep-
connectivity, wRepEb, for data not belonging to its
local set. The weighted rep-connectivity is calcu-
lated by multiplying the actual rep-connectivity with
a factor inversely proportional to the remaining bat-
tery life. Hence, as the battery life of a device de-
creases, the less likely it is for the device to be used
as an intermediary for data that is not in its local set.

Not everything needs to be done now. Not all
updates need to be immediately transferred to the
repository. By assigning priorities to data and hold-
ing off transmission of some data until better con-
nectivity is available, energy can be saved.
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In order to ensure that the system achieves its
guarantees, meta-data is given the highest priority.
Since the meta-data is smaller, it quickly reaches the
repository and other devices, and hence reduces the
time window for conflicts. Data that is not widely
shared is assigned lower priority because there is
less chance that it will be accessed from another
device within a short period of time. Even if that
happens, the meta-data informs the user of the pos-
sibility of conflict.

The key idea is that data with lower priority can
be delayed for a longer time for better connectiv-
ity. We leverage the techniques use for bandwidth
forecasts [12] to get energy-connectivity forecasts.
Every priority level is associated with a hold-off
time that is inversely proportional to its priority. If
the predicted energy-connectivity after the hold-off
time is better than the current energy-connectivity
by a threshold, transmission is delayed. At the end
of the hold-off time, all the updates that were de-
layed at that priority level are transmitted. Another
option is to vary the threshold for each priority level
so that a higher priority update is delayed only if the
predicted energy savings are larger.

Putting it all together. A device maintains the
following information:
• Energy-connectivity for every wide-area connec-

tion that is re-evaluated periodically or when
there is a network change.

• Rep-connectivity, which is equal to the minimum
of all energy-connectivities and the weighted
rep-connectivity, which is equal to the rep-
connectivity divided by the remaining battery life.

• For every peer, energy-connectivity to the
peer, the peer’s local set, rep-connectivity, and
weighted rep-connectivity

• The priorities for different subsets of data and the
maximum hold-off time for each priority level.
The device uses the following protocol for send-

ing new updates to the repository: It first deter-
mines whether the updates can be held off by eval-
uating the priority, the hold off time, and connectiv-
ity forecasts. When it is time to send the updates,
if there are no peers available, the device uses the
technology with the best energy-connectivity. But
in the presence of peers, the device compares its lo-
cal set with that of a peer and its rep-connectivity

Energy-per-Kilobit
Bluetooth 0.034 mJ
UWB 0.007 mJ
Zigbee 0.296 mJ
WiFi 0.013 mJ
EDGE 3.005 mJ
3G 0.402 mJ

Fig. 2: Energy-per-kilobit values of different technolo-
gies. Energy-per-kilobit is equal to bandwidth divided
by power. It is an indication of the energy required to
send 1Kb of data.

with the peer’s rep-connectivity or weighted rep-
connectivity accordingly. It uses the peer as an in-
termediary if it is more energy-efficient to do so.

When a device wants to retrieve new updates
from the repository, it determines whether the data
it requires is in the local set of a peer and whether
it is more energy-efficient to connect to the peer. If
so, it tries to retrieve the updates from the peer. Oth-
erwise, it uses the technology with the best energy-
connectivity to retrieve updates from the repository.

3.2 Example
One evening, I go on my daily stroll and I notice a
very pretty flower. Since I don’t have my camera
with me, I use my phone to take a picture of it. Be-
cause I have installed MAYA, I expect that the pic-
ture will automatically be sent to the central reposi-
tory and my laptop at home. MAYA has several op-
tions: It can either transfer the picture immediately
to the repository via EDGE or 3G, or wait till I get
home and use the WiFi or Bluetooth connection and
use my laptop as an intermediary. Figure 2 shows
the energy-per-kilobit value for each of these tech-
nologies. If MAYA waits and uses WiFi to transfer
the photo, it uses 30 times less energy than 3G and
230 times less energy than EDGE. In fact, in the fu-
ture, if my phone has UWB capabilities, it would
use 420 times less energy than EDGE.

4 So What Next?
Even though we have presented techniques any data
synchronization system can employ to make energy
saving decisions, there are several questions that
need further investigation:
• How significant are the energy savings? Is the

battery life lengthened by seconds, minutes or
hours?
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• How easy it is to come up with a simple algorithm
that works well? Is the extra complexity worth it?

• How much consistency needs to be given up in
order to gain decent energy savings?

• Can these techniques be extended to achieve en-
ergy efficiency in other applications?
These questions can be only be answered with

real data. We are currently implementing a personal
file system that uses the weighted energy-per-bit
model to make synchronization decisions. The sys-
tem is being built with PADS [2] because it simpli-
fies implementation and experimentation of differ-
ent synchronization policies. We believe our work
will shed light to these important questions.

We also intend to extend the synchronization
model take into account the latency of different tech-
nologies and the monetary cost involved in synchro-
nizing with cloud storage.

5 Conclusion
The paper argues that energy efficiency should be
considered as a first-class criterion when designing
systems for personal and mobile environments. It
focuses on energy efficiency in data synchronization
system. It explores several techniques that can be
used to save energy in data synchronization system.
It proposes a novel weighted energy-per-bit scheme
that can be used to make energy-smart synchroniza-
tion decisions. We are currently employing the cost
model in a personal file system in order to determine
whether the extra complexity leads to significant en-
ergy savings.

We believe that the techniques presented and the
lessons learnt from this work are valuable for other
systems targeting this environment.
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