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CHAPTER I

INTRODUCTION

One of the most important features of the third
generation digital computer is the use of multiprogramming
techniques where many jobs may reside in central memory and
the processing units are shared among them. The computer
system itself includes one or more processors and many types
of input-output (I/0) devices. Information flows between
processors and I/0 devices, Since more than one job may
share the primary memory units and the computer system in-
cludes several devices, there arises the problem of sched-
uling the devices in a computer system, Device utilization
is a measure of system performance, How to achieve greater
utilization of the devices in the system is of great concern
to system designers., It is this aspect that led to this
study.

Because of the probablistic nature of the service
time requirements among jobs in the system and because jobs
may traverse through different devices in the system, it is
reasonable to employ queuing network models for analyzing
device utilization, A great deal of research has been con-
centrated on queuing models of computer systems, Direct
preceedents to the present study include: Gordon and Newell
[6} have developed a generalized queuing model of systems

with exponential servers and a simple scheme to solve the
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balance equations, Buzen [2} later adopted this method to
analyze computer system with one CPU and many I/0 devices,
Baskett (1} has developed models for computer systems with
various exponential types of devices and service disciplines,
Chandy [3] and Chandy, Keller and Browne [U] have developed
more general models for systems with exponential type devices
under different service disciplines and with nonexponential
type devices under processor-sharing service discipline,
Gaver [5) has analyzed CPU utilization of systems with expo-
nential type devices,

These studies emphasize either the mathematical
points of the models or, in experimental analysis, concentrate
on certain parts of the system such as CPU utilization, None
has compared the effécts of device utilizations under differ-
ent service disciplines, The present study analyzes systems
by constructing and evaluating models parametized by actual
data from the UT operating system on a CDC 6600 computer,

The goals of this study are: (1) to determine relationships
between device utilization and CPU service time by varying
parameters characterizing the CPU service time, (2) to deter-
mine the effects of different I/0 devices on the system as a
whole by varying I/0 configurations of the system, and (3) to
determine effects of several different CPU service disciplines
on device utilization, It is hoped that through these analy-
ses a clear view of the system can be obtained,

Chapter II of this study discusses the basic tools



of queuing models and reviews the currently available tech-
niques for evaluation of queuing models of computer system,

Chapter III analyzes the utilization of the CPU of
a multiprogrammed computer system, CPU utilization is meas-
ured by varying the parameters of the models. Effects of two
scheduling method, the first-come-first-serve (FCFS) discipline
and the processor-sharing (PS) disciplines are compared,

1/0 device utilization is evaluated by considering
different combinations of hardware configuration which include
one CPU and different types of 1/0 devices, The effects of
different I/0 configurations on CPU utilization are also ob-
tained, Two scheduling strategies (FCFS and PS) on the same
system are compared, All these are discussed in Chapter IV,

In Chapter V various results from the analyses of
Chapter III and IV are compared against the hypotheses. Con-
clusions are drawn both to provide as a better understanding
of multiprogrammed computer system and also as a basis for

improvement of performance of computer systems,



CHAPTER II

BACKGROUND OF QUEUING ANALYSIS

In a multiprogrammed computer system, jobs in the
system flow between processors and I/0 devices in a proba-
blistic manner, This suggests the use of queuing models for
analyzing the system, It is necessary before going into the
actual analysis of the system to acquaint the reader with
some background concerning queuing modelling, These include
factors or parameters governing the models, the methods of
obtaining solutions from the models, and the main points in

the results which are useful in the present study,
Service Time Distribution

Jobs in the system flow between processor and I/0
devices, Assume it is a closed system, that is, a job may
never leave the system during the time the operation of the
model is considered. Thus a job in the system may be in
either one of the four states: being executed in the central
processing unit (CPU), waiting in the CPU queue, performing
I1/0 operations in an I/0 device, or waiting service in the
I1/0 queue, The time a job spends in a device, either computing
in the CPU or performing I/0 operations in I/0 device, is
called service time, And the time a job waiting in either CPU

queue or I/0 queue is called waiting time., It is assumed that

n
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the service time of a job is completely random and thus is
independent of time, This means that the remaining time re-
quired to complete service for a job in the processor or I/0
device does not depend on the time this particular job has
already consumed in the device, It is this memoryless pro-
perty of the service time which enable the use of Markov pro-
cesses in constructing models for the system., Three exponen-
tial type distributions fell into this category:
1. Exponential distribution

Let A(x) be the probability that the service time
for a job will be less than x, then the exponential service
time distribution for A(x) is:

Alx) =1 - ™% X 20 (1)

The mean service time of this distribution is 1/u,
And the standard deviation of the distribution is also 1/u,
Define coefficient of variation to be the quotient of mean
service time divided by standard deviation, Then the exponen-
tial distribution always has coefficient of variation equal
to 1.
2., Hypoexponential distribution

Some devices in the system, especially I/0 devices,
typically have service time distributions smaller coefficient
of variation than exponential., Then the devices can be modeled
by a series of exponential service stations or stages, For a
job to receive service from this type of device it must pass

sequentially and successfully through each station or stage of



the device, No job can receive service unless the present
job in the device has completed service in the last stage or
station. The service time distribution for such a device is

a hypoexponential distribution and has the following form:

n-1 .
i
AG) = 1 - UK xS mpds (2)
i=0
The mean service time of hypoexponential distribu-
tion is n (3)
T 1 3
u 2 u.
=1

n
_ 1
var(x) = %;; ui (4)

Clearly (4) is less than the square of (3). Thus
the hypoexponential distribution has coefficient of variation
less than 1,

3, Hyperexponential distribution

Some devices, mainly the CPU, typically have service
time distribution more skewed than the exponentially distrib-
uted devices, A device like this can be modeled by a set of
branches with exponential service time in each branch, When
a job is allowed access to this device, it chooses one of the
branches, Only one branch is used for each service and oniy
one branch can be in use at one time, Each one of the branches

has a distinct exponential service time with different pro-



babilities of entering into each branch, Thus the mean service
time of this type of device can be approximated by a weighted
sum of exponentials, Morse [7} calls it a hyperexponential
distribution., It has the following forms

Let w; be the probability that a job enters branch i

and Uy be the exponential mean service time of this branch.

Then the hyperexponential distribution of a device is
n
B(x) = 1 - 0 w e % (5)
i=1
The mean service time of x is
n_
. Z
u
i=1

and the expect value of x? is

]

E(x) (6)

w.
1
us

I 2w
E(x?) = -4 (7)
=1 Y

So that the variance of x is

var(x) = E(x?) - (E(x))? (6)
It is easily to see that the coefficient of varia-
tion of hyperexponential distribution is always greater than

1 since (8) is less than the square of (6).
Scheduling

One of the important scheduling strategies in mul-
tiprogrammed computer system is to service jobs in fixed time

quantum round robin fashion, In this study two types of time



quantum are adopted, The first one choose the time quantum

to infinity. This scheduling strategy then becomes a first-
come-first-serve (FCFS) service discipline, The second one
takes the limit zero as the time quantum where zero overhead
is assumed, In practice the time quantum can often be set
very small in relation to the mean service time and large

with respect to service time, Then the scheduling strategy
approaches a processor-sharing (PS) discipline, Models under
these two scheduling methods are different and so is the util-

ization of device,
Equations and Solutions

The systems considered in the present study are
closed cyclic systems consisting of one CPU and several I/0
devices, The service time distributions of the devices in
the system are assumed to be of the exponential types as dis-
cussed earlier, Jobs in the system flow between CPU and I/0
units, A job may be in one of the four statess computing in
CPU, doing I/0 operations in one of the I/0 devices, awaiting
service in CPU queue, or awaiting service in I/0 queue,
Because of the memoryless property of exponential type serv-
ice distributions, queuing model of the system can be con-
structed by the method of continuous-time Markov process.
Markov model can be characterized by a set of states, Each
state describes the status of the system, Let the state i

be denoted by S, = (nl.nz.......nk) where n; is the number



of jobs in device j being serviced and awaiting service,
Transitions from one state to another state occurs when a

job which completes service at device i joins queue of device
j. Hardware configuration and service distributions govern
the transitions between any two states, The former dictates
the permissibility of a transition between two states whereas
the latter gives the rate of transition., Let P(i) be the
probability that the system stays at the status of state 1
and let Qij be the rate of transition from state i to state j.
If there are n states for the system, then the queuing model

of this system can be expressed as a system of linear equa-

tions:
r n n
i}: Q 5 P(1) =ZjS P(j) i=1,2,.....n (9)
j=1 j=1
J#i J#1
and n ‘
Z P(i) = 1 (10)
i=1 .

These equations are called "detailed balance" equa-
tions, The left hand side of (9) describes the rate of tran-
sitions from state i to all other states and the right hand
side contains the rate of transitions from all other states
into state i, Equation (10) simply tells us that the sum of
probabilities of all possible states in the system must be 1,
Equation (9) form a dependent system of linear equations.
Replacing any equation in (9) by (10) the new system of equa-

tions is independent and can be solved, The results, the
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P(i)s, are called steady-state probabilities. The P(i) are
the probability of each state when the system is in equilib-
rium and provide basis for further analyses,

To obtain all possible transitions between states
of computer system takes great effort and time, In order to
simplify the effort Gordon and Newell have developed a simple
scheme which computes steady-state probabilities by a special
solution technique for the detailed balance equations, Their
scheme works only when all devices in a system have exponen-
tial service distributions, Buzen later adopted their scheme
to do some experiments, Chandy has developed a more general
method called local balance which can apply to any system of
exponential type devices as discussed earlier or any differ-
entiable service distribution with processor-sharing or last-
come-first-serve-preemptive-resume discipline. In stead of
viewing the system as a whole in which the detailed balance
equation states that when the system reaches equilibrium the
rate of transition out of each of the devices in the system
must equal to the rate of transition into each device, local
balance concerns itself with the transition into and out of
one device at a time, A closed cyclic computer system can be
considered as a closed network in which a job traverses from
source to sink via series of devices and back to source in a
cyclic manner, A device in the network may have branches
and/or stations., Let P(nl,nz,,..,nk) be the steady-state

probability that there are n, jobs in device 1, n, jobs in
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device 2, etc. then the local balance equation (LBE) is:

Pngaecumy g % 1imgoeeymy) *uy

=P(ny,..4ny_4ony + 1,000m) * uy (11)

Where us_q and uy are transition rates of devices i-1 and 1i.

And the solution can be easily obtained:
k
P(n,,...,n,.) = NORM *7JJ TERM (i,y.) (12)
1 k i=1 i

Here TERM (i,yi) is the probability contribution of device i

and S
TERM ) n! Doy . T
l'yi) = 1 —rr (BTERM(,],l) PTERM(.]!J-)) (13)

'!oooo 2 2
N13 nsil j=1

In eq(13) n, is the number of jobs in device i, cH is the

number of branches and/or stations in device i, Nyseesn

i s.1

i

are numbers of jobs in each station and/or branch of device i,
BTERM(j,i) is the arrival probability for a job from source
to station or branch j of device i and PTERM(j,i) is the mean
service time of this branch or station, And:
NORM = 1/(% P(ny,n,,...ny))
where n = n1+n2+...+nk is the total number of jobs in the
system,

Because the systems considered in this study all
have hyperexponential CPU service time and because local
balance does not work under the hyperexponentially distributed

device in FCFS discipline, the FCFS models are solved by

direct solutions of the detailed balance equations,
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Points of Interests

The steady-state probabilities so obtained in
last section provide basis for system performance evalua-
tion, The following are the measures this study seekss
1, Idle time

Idle time of each device in the system tells the
probability that a device is idle and is measured by adding
all steady-state probabilities where the number of queue
entries is zero for this device, Device utilization can be
obtained by subtracting idle time from unity, In general,
the longer the mean service time of a device, the more utili-
zation and hence the less idle time this device will have,
2, Average queue length

If Pi(ni) is the probability that there are n, jobs
in device i, the average queue length QLi can be measured by:

n

Ly = > (5% Py(3) (14)
50

Average queue length reflects average number of jobs in a
particular device, Define utilization factor R=a/u where a
be mean arrival rate and u be mean service rate, Then ac-
cording to Morse, the larger the ratio R, the larger the
average queue length QL.
3. Standard deviation of average queue length

The standard deviation of average queue length des-

cribes the degree of dispersion about the average queue length
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of a device, It is measured by:

2 1/2 (15)
SD, = ( E ipy(5) - atf)
j=0

Morse has stated that SDi is large compared to QLi itself

when R is small,

Varying the coefficient of variation, the arrival
probabilities, or the mean service time of each device will
cause changes in device utilization, Device utilization
will be different under different service disciplines and/or
system organizations, All these changes provide interesting
points in analyzing system performances, The actual models

and results are presented in the next two chapters,



CHAPTER III
QUEUING MODELS FOR CPU UTILIZATION

One of the main goals of system designers is to
keep all devices of a computer as fully utilized as possible,
Because of the different characteristics of devices in the
. system it is not possible to reach this goal; the policy is
then to keep CPU busy even at the expense of inactivity of
1/0 devices, Since the CPU plays such an important role in
system performance it is first necessary to analyze the
effects of CPU scheduling on the system, These include CPU

service time and service disciplines,
The System

The computer system under consideration is a closed
system and consists of one CPU and two I/0 devices. The CPU
service time is assumed to be hyperexponentially distributed
and there are two branches in the CPU, each having distinct
service time, The two I/0 devices are assumed to have ex-
ponentially distributed service time. A job finishing serv-
ice in one of the branch of CPU immediately joins an I/0
queue and waits to serviced, A job completing I/0 service
at one of the I/0 devices goes directly to the CPU queue and
waits for service by one of the CPU branches., Thus jobs run
cyclically in the system,

14
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CPU 1/0
u
QU P u3
1-p
Uy

Figure 1, System Configuration of Models A and B

The Models
Two models are constructed for this computer sys-
tem, model A corresponds to the system when the service
discipline of CPU is first-come-first-serve (FCFS) and
model B corresponds to the system where CPU service dis-
cipline is processor-sharing (PS).
Model A
Let:
w,= Probability that a job finishing service in CPU will
join the queue of I/0 device 1.
w,= Probability that a job finishing service in CPU will
join the queue of I/0 device 2,
(w1 tw, = 1)
u,= Mean service rate (exponential) of 1/0 1,

u,= Mean service rate (exponential) of I/0 2,
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Mean service rate (hyperexponential) of CPU

L]

u

"

u3 Mean service rate of branch a of the CPU

u, = Mean service rate of branch b of the CPU

p = Probability that a job finishing I/0 operation will
require the service of branch a of the CPU

1-p= Probability that a job finishing I/0 operation will
require the service of branch b of the CPU

Then the probability density functions of I/0 1 and I/0 2

are in the same form of (1) as shown in Chapter II with rate

uy and Uy respectively while the CPU has probability density

function
"u3x "uu’x
B(x) = 1 - pe - (1 - pe (16)
The mean service time and its variance of the CPU are 1
p 1-p 1
E(x) = w5 + w0, =3 (17)
and
var(x) = E(xz) - (E(X))2
2p 2(1-p) P 1-p)2
= + -l -
2 2 u u
u u), 3 4
k2
u2 (18)

k is defined to be the coefficient of variation.

Let N be the total number jobs in the system and let

P(nl, Nys Dg, nu) be the steady-state probability that there
are ny jobs in I/0 1 queue, n, jobs in 1I/0 2 queue, n3 jobs

in branch a of CPU, n, jobs in branch b of CPU, and n3 + ny,
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= n3 or n, then n +n2+n3+n4=N. Let SlJ be 1 if i=j and 0
if i#j, let Wa=p and w,=1-p, and let m=n; + n,, then the
detailed balance equations of this system under FCFS disci-

pline are of the form:

n
(Z (1"Soni)ui)P(n1 'n2 'n3 !nu)

2 n
= ZE: (1-80n.) [(1 -8, ) + 8, ]u {Plng+l,..,
i=1  j=3
“1,..) + (- st)Z Z (180 ), Zm o) ¥
+Som)ukP(ni—1,..,nk+1,,.) (19)

s An*+2 n+*l different states and
There are 2 C C1
therefore same number of detailed balance equations of the

form (19). Replace any of these balance equations by the

:E: Pi(nl’ Ny, h3, nu)

i

relation:

The system of equations is then independent and the steady-
state probabilities can be solved from it,
Model B

When CPU scheduling strategy is processor-sharing
the model for this system can be expressed in terms of local
balance equations (LBE), Again P(nl, Ny, N, n,) is the
steady-state probability as defind in model A, Contrary to
the conditions imposed on FCFS discipline where Ny + n, must

be either n3 or ny, it is possible in PS to have both n3 and n),
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greater than zero because under PS all jobs in the CPU queue
are processed simultaneously. The total number of states in
PS is Cg*B and so is the number of LBEs. Then according to
the definition of LBE in Chapter II,

PTERM(1i)

il

1/u.l (i=1, 2, 3, 4) and
BTERM (i)

Wi (i = 1, 2, 3, L)

The LBE of state P(nl, Nyy Mgy nu) is 1

N
(n,¥ny )1 n,
P(n,.n,,n,,n,) =NORM * o [T (Brerm(i)*prErM(1)) ©  (20)

nytoyl 5o
Where ( ) y - (21)
n.¥n, ) ! n
NORM= E 237 TT (BrERM(1)*PTERM(1))

03T

The steady-state probabilities can be obtained quite easily

from (20) and (21).
The Experiments

We will keep Wis Wo, Ugy Uy constant while varying
the value of N and mean CPU service time u. The steady-state
probabilities will vary as N, the scheduling discipline, Uq,
Uy, P and k vary., This study analyzes device utilizations,
average queue lengths of each device, and standard deviations
of average queue lengths by letting w1=0.75, w2=0.25,
1/u1=0.078 second, 1/h2=0.048 second while changing mean CPU
service time 1/u at 0,025, 0,05, 0,075 and 0,1 second and with

different jobs in the system from 2 to 4 and also varing p and
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k. Thus for each device in the system there are many differ-
ent utilization levels,

As mentioned earlier, the CPU service time in the
system is hyperexponentially distributed with two branches
and has the probability distribution function of formula (16)
where 0<p <0.5, Uy is the slow CPU service rate and Uy, is
the fast CPU service rate, From (17):

uy = puyy, / (v, - (1-plu) (22)

Replace us in (18) by the relation (22), the value of v, iss

2(1-p)u + u,/2(p<- p + pk?- p<k?

u =
4 2 - p - pk? (23)

under predetermined p, k, and u values, The value of u3 can
be obtained by inserting u), of (23) into (22), It is obvious
that changes in either p or k will result in different rates
of u3 and u,. Hence for given u and N, the effects of p and
k on device utilizations are also analyzed. In this system
the values of k are set from 1 to 5 and the values of p are
set from 0,05 to 0.40, However, in order that both u3 and v,
must be positive to be meaningful, it is necessary to have
p<:2/(1+k2). Therefore for any combination of p and k such
that u3 or uy, is negative, the effect on device utilization
is not analyzed, If k=1, u3=uu=u. The CPU service time
distribution in fact reduces to exponential,

In stead of depending upon the values of p and k as

in eqs, (22) and (23), mean CPU service rates Uy and u, may
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depend on k only. In this case the probability density func-

tion of CPU service time is:

B(x) = 1 - ge~28UX (1_S)e-2(1-s)ux (24)

and u3=2su. u4=2(1-s)u, and 0<s<0.5. The variance of B(x)
is:

1 (1-23)2 K2
var(x) = -z (1 + 23(1_8)) = 37 (25)

Where k is the coefficient of variation, For any predeter-

mined value of k,

14k2- /- 1

2(1 + k2) (26)

s:

Then Uy and u, can be easily calculated from (26) and u.
When k=1, s is 0,5 and B(x) reduces to an exponential dis-
tribution function., Since k affects the rates of u3 and Uy,
this study also analyzes device utilizations, for each N and
u, of CPU service distribution in the form of (24) under
different k values from 1 to 5,

When CPU service discipline is processor-sharing,
the jobs in the CPU share the computing resource equally.
The changes of p and k and hence u3 and v, do not cause
changes in device utilization. Therefore only in model A
the effects of p and k are analyzed. In model B only utili-
zations under different N and u values are analyzed. The
results from these various cases are shown in Table 1

through Table 8,
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Results

Based on various assumptions as discussed in the
last section, solutions have been obtained by changing dif-
ferent parameters of the models. The system idle times are
listed in Table 1 through Table 4; the mean queue lengths
and the standard deviations of mean queue lengths of all
devices in the system are listed in Table 5 through Table 8,

It is very obvious from Table 1 to Table 4 that
increassing the total number of jobs in the system will re-
sult in less idle time and hence more utilization of all
devices in the system., The mean queue length(QL) and the
standard deviations of queue length(SD) also increases as N
increases from 2 to 4, as shown in Table 5 through Table 8,

Under FCFS CPU service discipline and given any
values of N, p, and mean CPU service rate u, the coefficient
of variation k plays an important role in over all system
performance, Device idle time increases as k increases,
When N is 4 and the mean CPU service time is 0,025 second,
and if CPU service distribution is form (24), the increase
of idle time for CPU is 5% if k increases from 1 to 5. For
I/0 1 it is 11% and for I/0 2 it is 2%, The changes are 10%
for CPU, 13% for I/0 1, 3% for I/0 2 when mean CPU service
time is 0,05 second; 11, 9, 2 at 0.075 second and 9, 5, 1 at
0.1 second, When form (16) is used for CPU service distrib-

ution and when p is set at 0,05, the percentage increases
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are 6 for CPU, 15 for I/0 1, 3 for I/0 2 at 0,025 second, 18,
21, 4 at 0.05 second, 21, 16, 3 at 0,075 second, and 18, 11,2
at 0.1 second, The relative small increments of I/0 2 is a
result of the low percentage of time (25%) that a job finish-
ing computing in CPU will join I/0 queue,

Increment of the probability p that a job in CPU
will require longer CPU service time will cause the increment
of idle time of all devices, Setting N=4, k=2 and from (16),
the percentages of idle time increment from p=0,05 to 0.35
for CPU are 1 at 0,025 second, 4 at 0,05 second, 6 at 0.075
second, and 7 at 0,1 second. The percentages are 2, 4, 5, 4
for I/0 1 and 0.5, 1, 1, 1 for I/0 2, Thus idle time changes
for p are rather insignificient compared to k. And p has no
effect on device utilization when k=1,

A job leaving CPU has three times the probability
of going to the queue of I/0 1 than of I/0 2, Therefore
inactivity in I/0 2 is high. This can be verified by the
larger idle time percentages of this device shown in Table 1
through 4,

Increasing the CPU mean service time will improve
the relative performance of CPU while at the same time re-
ducing the I/0 device utilization. The average percentages
of improvement in CPU utilization are 20 when CPU mean serv-
ice time changes from 0,025 second to 0,05 second, 14 from
0.05 to 0.075 second, and 8 from 0,075 to 0.1 second, At

the same time, the average percentages of decrement in
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device utilization for I/0 1 are 15, 14 and 10, The values
are 4, 3 and 2 for I/0 2, These figures can be explained by
utilization factors of each device in the system, As men-
tioned earlier, the utilization factor for each device is
defined to be the quotient of mean arrival rate over mean
service rate, The factors, under CPU mean service times of
0.025 to 0,1 second, are 0,37, 0,74, 1,11 and 1,48 for CPU,
2,35, 1.17, 0,78 and 0,59 for I/0 1, and 0,48, 0,24, 0,16
and 0,12 for 1/0 2, Thus under increasing CPU mean service
time, utilization factors are increasing for CPU and decreas-
ing for I/0 devices, The low values of I/0 2 also helps to
explain the large numbers of I/0 2 idle time percentages,

It is interesting to note that system idle time
values under PS discipline are the same under FCFS discipline
when k is 1, This means that PS behaves the same when CPU is
exponentially distributed and under FCFS discipline, It is
clear that PS yields better performance than FCFS when k>1,

While idle time is used as the measure of device
utilization, the mean queue length(QL) reflects bottlenecks
among devices in the system and the standard deviation(SD) of
QL measures dispersal of the queue length of each device,
Effects of N on QL and SD have discussed earlier, As shown
in Table 5 through 8, increasing the CPU mean service time
causes increments of QL and SD for CPU and decrements for
I/0 1 and I/0 2, The decrements for 1/0 2 is insignificant

because of the low arrival rate of this device, Values of
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SD in I/0 2 is at least twice as great as the QL measures,
This is a direct result of the high percentage of time that
I/0 2 is idle, For CPU and I/0 1 the increments and decre-
ments are quite significant, The average change is more
than 20 percent with each increment of CPU service time
being 0,025 second. The bottleneck remains at the queue of
the device with the highest utilization factor. Therefore
when CPU mean service time is at 0,05 second or less, jobs
queue up at I/0 1, When CPU service time is greater than
0.05 second, QL is the largest at CPU queue,

Under FCFS service discipline, for any given N,
and under the service distribution of either (16) or (24),
the changes of QL and SD of any device due to changes of k
values are not significant for any CPU mean service time,
Aside from the relatively very small changes of QL and SD
in I/0 2 queue, increment of k values from 1 to 5 will cause
increases in QL and SD for CPU and decreases in QL but in-
creases SD for I/0 1 if 1/u is less than 0.1 second, When
1/u is 0.1 second, the SD increases for either CPU or I/0 1
while QL is increasing for the I/0 devices but decreasing for
the CPU,

The effect of p on QL and SD are not significant,
particularly when CPU mean service time is greater than 0.05
second. When 1/u is less than 0.075 second, the changes of
p from 0,05 to 0.35 will cause increases of QL and SD for

CPU but decreases for I/0 devices, The results are reversed
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when service time is greater than 0,075 second,

Again the values of QL and SD under PS discipline
are the same as the values under FCFS discipline with k
equals 1,

In general, mean CPU service time and utilization
factors of each device are important elements in determining
device utilizations and bottlenecks. The value of k is also
important in terms of device utilization while the value of
p 1is not, PS discipline behaves just as FCFS discipline
with CPU service distribution being exponential; and PS is
superior in system performance than hyperexponentially
distributed CPU service time under FCFS discipline, Therefore
it is strongly suggested that when CPU service distribution
is hyperexponential and when round robin scheduling strategy
is used, the best policy is to keep time quantum as small as

possible subject to incurring of excessive overhead.



CHAPTER IV
QUEUING MODELS FOR I/0 UTILIZATION

In addition to the important role of the CPU in
the computer system, input-output devices also contribute
to the over all system performance, Badly organized I/0
devices in a system will degrade the effectiveness of the
entire system, Therefore it is worthwhile to study the
effects of various I/0 configurations in the system upon
CPU utilization and upon the whole system utilizations,
The effects of different CPU service disciplines (FCFS and

PS) with each I/0 configuration are compared,
The System

The computer system considered in this chapter
resembles a partial configuration of the University of
Texas at Austin CDC 6600 computer system which includes one
CPU and four disk units, In the UT-2 operating system for
the CDC 6600 computer, one of the disks is used for storing
system libraries while the other three are scratch disks
used for storing users' jobs, Because the system libraries
only occupy a small fraction of the tracks of the system
disk(SD), there results in large waste of space in the SD,
The probability of jobs in the system requesting the service
of SD is three times as frequent than the probability of re-
questing the service of user disks(UD), thereby leaving high

34
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inactivity of the UDs and queuing for the SD. Aside from
the space utilization problem, the question arises as to
whether reorganization of the disks would improve the over-
all system performance. This study seeks to obtain an an-
swer to this question by comparing system utilizations of
these four disk units,

The CPU service time under the present system
models 1s hyperexponentially distributed with two branches;
one with low arrival probability and slower service time and
the other with high arrival probability and faster service
time, The four disks are assumed to have exponentially
distributed service time, Jobs in the system traverse between
the CPU and one of the disks., There is no path between any
two disks, The system is both cyclic and closed, as shown

in the figure below:

QUEUE CPU QUEUE DISK

M 5 W,
W Ug

Figure 2, System Configuration of Models C and D,
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The Models

Depending upon the CPU scheduling strategies, two
different models are formulated for analysis, Model C is
used when CPU scheduling is FCFS and Model D is used when
CPU scheduling is PS. Jobs in I/0 queues are serviced in
FCFS.

Let:
wy = Arrival probability of queue i, with queue 1 through 4
being queues of disks, i=5 being the CPU branch with

slower service time, and i=6 being the CPU branch with

faster service time

u = Mean CPU service rate

u, = Mean service rate of queue i or branch i

N = Total number of jobs in the system

n; = Number of jobs in queue i or branch i of CPU and
6
z n3=N
i=1

m = Number of jobs in CPU queue and m=n5 + ng

sij= 1 if i=j and 0 if i#j
P(nl, n2......n6) = State that there are n, jobs in queue i

or branch i
Model C

Under FCFS CPU service discipline and under CPU
probability density function of form (16), at least ng or ng

must be o, The detailed balance equations are of the form:
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6
(> (1-85, )u) plng, ny,eeung)
1=1
b 6
=7 Z(i S )[(1-8 1n j]uip(--'ni+11--pnj‘lp-c)
i=1 j=5
b 6 6 _
s> Z(1-80ni>wi{z(_1-som)wk+som a2 imget,
i=1 j=5 k=5
..,nk‘*l...)} (27)

Solutions can be obtained by the same method of Model A,

Model D

Define PTERM(i) = 1/’ui and BTERM(i) = w,, LBE of

state P(nl, n2...,n6) iss

(nng)t .
P(nl.-..n6)=NORM*——j—Eé~— T_r (BTERM(i)*PTERM(i))nl (28)

where
(n +n,)! 6 -1
6 n.
NORM= E !né l l (BTERM(1)*PTERM (1)) %] (29)
i=1

nji=N
i

and n5 + n6;zn5 or n6.

The Experiments

There are three types of disks: the system disk(SD)
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which stores system routines and libraries, the user disk(UD)
which storés users' jobs, and the system-user disk(SUD) which
stores both system routines and users' jobs, I/0 requests
for SD are three times the requests for UD. Then SUD re-
quests are more than three times of UD requests. The mean
service times for SD, UD and SUD are 0,078, 0.048 and 0.085
second, Mean CPU service time is assumed to be 0.025 second
with coefficient of variation being 35, Wo is 0,05, we is
0.095, ug is 0.4035 second and ug is 0,0051 second, Then

for each N and under each CPU service discipline, device uti-
lizations are computed for five configurations of the four
disks:

Disk 1 Disk 2 Disk 3 Disk 4

Case 1 SD UD UD 3)9)
Case 2 SD SD UD UD
Case 3 SUD SUD UD UD
Case 4 SUD SUD SUD UD
Case 5 SUD SUD SUD SUD

The values of N are set at 3, 4, and 5.
Results

The idle time measures of all devices in the system
under five different cases and under three different N values
are listed in Table 9; and measures of mean queue lengths and
its standard deviations are listed in Table 10,

In case 1 of Table 9, SD(I/0 1) is highly utilized
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TABLE 9

SYSTEM IDLE TIME OF MODELS C AND D

Case 1 Case 2 Case 3 Case 4 Case 5
Device N
FCFS PS FCFS PS FCFS BS FCFS PS FCFS PS
3 0.567 0.479 0.572 0.480  0.608 0.337 0.596 ©0.524 0.586 0.514
CPU 4 0.540 0.431 0,933 0.424 0.573 0.482 0.552 0.454 0.535 0.433
5 0.520 0.403 0,504 0.378 0.547 0.443 0.518 0.402 0.496 0.371
3 0.324 0.187 0.499 0,403 0.466 0.370 0.576 0.502 0.648 0.587
1/0 1 4 0.281 0.112 0.453 0.326 0.418 0.295 0.530 0.429 0.604 0.518
5 0.291 0.069 0.419 0,272 0.383 0.242 0.495 0.273 0.571 0,465
3 0.861 0.833 0.499 0.403 0.466 0.370 0,576 0,502 0.648 0.587
1/0 2 4 0.852 0.818 0.453 0.326 0,418 0.295 0.530 0.429 0.604 0.518
5 0.846 0.809 0.419 0.272 0.383 0.242 0.495 0,373 0.571 0.46%
3 0.861 0.833 0.897 0.877 0.92% 0.911 0.576 0.502 0.648 0,587
1/0 3 4 0.852 0.818 0,888 0.862 0.918 0.900 0.530 0.429 0.604 0,518
5 0.846 0.809 0,881 0.851 0.913 0.893 0.495 0.373 0.571 0.46%
3 0.862 0,834 0.897 0.877 0.925 0.911 .0.941 0,931 C.648 0.287
1/0 4 4 0.853 0.819 0,888 0.862 0.918 0.900 0.935 0,920 0.604 0.518
S 0.847 0.810 0.881 0.851 0.913 0.893 0.930 0,913 0.571 0.465
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Case 1 Case 2 Case 3 Case 4 Case S
Device N
FCFS PS FCFS Ps FCFS PS FCFS PS FCF8 PS
3 1.022¢ 0.813 1.005 0.778 0.909 0.682 0,937 0.697 0.960 0,712
(1.299)%*% (0,930) (1.291) (0.904) (1.256) (0.860) (1.264) (0.859) (1.272) (0.8501}
[331) 4 1.363 1.031 1.383 1.024 1,240 0.872 1,311 0.926 1.367 0.670
(1,705) (1.129) (1.709) (1,115) (1.659) (1.044) (1.682) (1.057) (1.698) (1.067)
S 1.684 1.213 1.757 1.259 1,564 1,043 1.688 1.193 1.783 1,240
(2.097) (1.330) (2.117) (1,317) (2.051) (1.213) (2.092) (1.249) (2.118) (1.274)
3 1.482 1,611 0.881 0.976 0.963 1.063 0.667 0,743 0.310 0.572
(1.209) (1.050) (1.033) (0.979) (1.064) (1.007) (0.903) (0.882) (0,789) (0.783)
1/0 1 4 2,087 2,317 1,177 1.331 1.2688 1.455 0.873 0.996 0,658 0,757
(1.571) (1.288) (1.316) (1.266) (1.257) (1.265) (1.128) (1.090) (0.970) (0,95%)
5 2,723 3,000 1.478 1,697 1,618 1.860 1.078 1.251 0.804 0,940
(1.927) (1.500) {1.596) (1.473) (1.644) (1.523) (1.346) (1.295) (1.144) {(1l.121)
3 0.166 0,193 0.881 0.976 0,963 1.063 0.667 0,743 0.510 0.572
(0.444) (0.459) (1.033) (0.979) (1.064) (1.007) (0.903) (0.882) (0.789) (0,783)
1/0 2 4 0.184 0.218 1.177 1.331 1.288 1.455 0,873 0.996 0.658 0.757
(0.485) (0.501) (1.316) (1.266) (1.357) (1.265) (1.128) (1.090) (0.970) (0.955)
S 0.198 0.233 1.478 1.697 1.618 1.860 1.078 1.251 0.804 0,940
(0.518) (0.527) (1.596) (1.473) (1.644) (1,523) (1.346) (1.295) (1,144) (1.121)
3 0,166 0.193 0.116 0.136 0.082 0,096 0.667 0,743 0.510 0.572
(0.444) (0.459) (0.363) (0.380) (0.301) (0.317) (0.903) (0.882) (0.789) (0.783)
1/0 3 4 0,184 0.218 O.lBi 0.157 0.092 0,109 0.é73 0.996 0.658 0.757
(0.,485) (0.501) (0.397) (0.417) (0.324) (0,343) (1.128) (1.090) (0.970) (0.,955)
5 0.198 0.233 0.144 0,173 0.699 0.119 1.078 1.251 0.804 0,940
{0.518) (0.527) (0.424) (0,443) [0.342) (0.,361) (1.346) (1.295) (1.144) (1.121)
3 0.162 0,191 0.116 0,136 0.082 0,095 0.063 0.073 0.510 0.572
(0.442) (0.457) (0.363) (0.380) (0.201) (0.317) (0.260) (0.276) (0.789) (0.783)
1/0 4 4 0.183 0.216 0.131 0.157 0.092 0.109 0.071 0.085 0,658 0.757
(0.483) (0.499) (0,397) (0.,417) (0.324) (0.343) (0.281) (0.,301) (0.970) (0.95%)
S 0.197 0.231 0.144 0.173 0,009 0.119 0.078 0,095 0.804 0.940
{0.516) (0.525) (0.424) (0,443) (0,342) (0.361) (0,298) (0.319) (1.144) (1.121)

*average queue length

#¥s5tandard deviation
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while the three UDs (I/0 2,3,4,) are idle most of the time
(86%). The inactivity of user disk compared to SD or SUD
is also revealed by the large idle time percentages in case
2 to case 4, with the highest number being 0,941 in case 4
when N is 3 and under FCFS discipline, In case 5 all disks
are equally utilized,

The effects of I/0 devices on CPU utilization is
not obvious if CPU service time is large., When CPU service
time is set at 0,025 second, significant facts are developed,
Firstly, CPU utilization is worst in case 3 which has the
largest idle time fractions than any of the other four cases.
Secondly, although increasing N will improve all device uti-
lizations, the effect is more significant on CPU utilization
in case 5, There is (in case 5) a 9 percent improvement in
CPU utilization from 3 to 5 of N under FCFS and a 14 percent
improvement under PS. The figures 0.496 and 0.371 when N is
5 are the lowest idle times among all other cases., Thirdly,
devices are better utilized under PS than FCFS, which corre-
sponds to the conclusion of the previous chapter,

Measures of mean queue length(QL) and its standard
deviation {SD) for all devices as shown in Table 10 indicate
that jobs in the system queue up between CPU and SD or SUD,
Thus the mean queue length of UD is small in case 1 through
case 4 and its SD is about three times larger than QL, which
reflects the inactivity of the UD. QL and SD are evenly

utilized among all disks in case 5,
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In all cases, QL and SD of CPU under FCFS are
larger than under PS, For SD and SUD, QL in FCFS is larger
but SD is smaller than QL and SD under PS, and for UD both
QL and SD of FCFS are smaller than of PS,

The importance of balancing the I/0 load is clear.
Case 1 through 5 involve the sequential replacing of faster
disk service time with slower disk service time and yet the
over all performance of the system improves (except for case
3). This improvement is obviously a result of the more
balanced load in the larger numbered cases where queues

decrease rapidly as I/0 service time is increasing.



CHAPTER V
SUMMARIES AND CONCLUSIONS

Two models were constructed to analyze the effect
of CPU service time on a computer system model with one CPU
having hyperexponentially distributed service time and two
1/0 devices having exponentially distributed service times,
The mean CPU service time, the coefficient of variation of
the CPU service time, and the probability of choosing the
faster branch of the hyperexponential server (by holding
the mean service rate constant) were varriants. Two models
were constructed in analyzing the effects of 1/0 configura-
tion on a computer system with one hyperexponentially dis-
tributed CPU and four exponentially distributed I/0 devices.
Five different conbinations of disk service times are evaluated.
Results are obtained and compared by varing the parameters
of the models, Through the analyzes of the last two chapters

summaries and conclusions are drawn as follows:

1, Increasing N, the number of jobs in the system, will in-
crease the utilization, the mean queue lengths and stand-
ard deviations of queue lengths of all devices in the
system,

2, Under FCFS-CPU service discipline, increasing k, the co-
efficient of variation of CPU mean service time, will
cause increments of idle times of all devices and the
increments are significant. Variations of p, the arrival
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probability of the slow CPU branch, will result in vari-
ations in idle time of all devices; however, the changes
are not as large as those resulting from variations in
k. This suggests that the general properties of the
distribution are more significant than local properties,
Changes of average queue length and standard deviation
of queue length of each device in the system depend more
on the utilization factor of each device, Device with
large utilization factor will have large values of queue
length and standard deviation, The effects of k and p
under FCFS discipline upon the queue length and its
standard deviation are not significant compared to the
effect of the utilization factor,

Effects of various parameters in the models have little
impact upon the performance of any device with low
arrival probability. The standard deviation is at least
twice as the mean queue length for such a device. How-
ever, the differences of these two measures are not
large enough as expected because as the coefficient of
variation k increases the difference between the fast
CPU service rate and the slow CPU service rate widens
and thereby causes large variation of jobs staying in
the queue than average from time to time,

A system with hyperexponentially distributed CPU serv-
ice time under PS service discipline behaves the same

as a system with exponentially distributed CPU service

time under FCFS discipline, Since increasing the value
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of k will degrade the system performance under FCFS, PS
yields better system utilization than FCFS, particularly
when k is much larger than 1,

6. Balanced utilization of all I/0 devices in computer sys-
tem not only reduces the bottleneck of jobs queuing at
certain parts of the system but also improves the CPU
utilization and hence the whole system, This effect in-

creases with N,

The above points provide some basic information
about the characteristics of a simple computer system,
Through these conclusions, efforts can be done to improve
the system performance, These include the control of the
CPU service time, the adoption of the PS scheduling for the
CPU, and the use of a balanced I/0 configuration., The sys-
tems under study are by no means simple but do not span the
range of existing computer systems, There are certain
points which are interesting but are not analyzed here.
These may include, for example, the performance of a system
with two or more CPUs and I/0 devices with service distri-
butions other than exponential, Many significant problems
on computer system of moderate complexity remain to be

studied by queuing network models,
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