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An optimistic problem-solver assumes that a problem has a solution and attempts to find such a solution,
A pessimistic problem-solver assumes that a problem has no solution, and tries to prove this tack of a
solution. When one of the problem-solvers fails to achieve its goal, it is an indication that the other
problem-solver may succeed. Moreover, information may be extracted from the failure to help the other
problem-solver in its success. In such a case, the two complementary systems are said to collaborate.

We give examples of collsboration between an optimist, LAWALY, and a pessimist, DISPROVER, which operate

on worlds of simulated robots. When collaborating,
worked alone.

1. INTRODUCTION

. Given a problem, one of two hypotheses may be
adopted. The problem may be assumed solvable, and
an attempt made to solve it: we call this hypothesis
optimistic. Or the pessimistic hypothesis may be
adopted: the problem may be assumed unsolvable, and
an attempt made to prove that no solution exists.

If the optimistic problem-solver fails to find a
solution, it may be an important indication that the
problem has no solution, and therefore that the pes-
simist will succeed. Similarly, if the pessimistic
problem-solver fails to show that the problem has no
solution, it may be & gignificent indication that a
solution exists, and perhaps the optimist will find
it. ’ '

1f the optimist fails, it may not only report its
failure to the pessimist, but also transmit enough
iaformation to the pessimist to allow it to succeed.
1f the pessimist could not have succeeded without
the optimist's help, we can say that the two' systems
have collaborated., Similarly, if the pessimist
fails, it may transmit to the optimist some informa-
tion whiech will allow the optimist to find a solu-
tion. Without the additional aid from the pessimist
the optimist would fail.

In this article, we describe some results of collab-
oration between an optimist, LAWALY {11, and a pes-
simist, DISPROVER [2]. Both take as input problems
in simulated robot worlds, and use an axiomatization
which is a generalization of that first introduced
in [3]. Other robot problem solvers based on the
same axiomatization are described in [4 - 9] while
[10] and [11] propose different axiomatizations.

Collaborative programs have been described in com-
puter vision {121, and in natural language process-
ing (for example [13]) where the syntactic and se-
mantic components of the language help each other.
However, the collaboration between a prover, LAWALY,
and a disprover, DISPROVER, is novel to the best of
our knowledge.

We shall give an all too brief description of LAWALY
and DISPROVER, emphasizing the difficulties which
they may encounter. The difficulties may be due to
a lack of resources --when the problem-solver cannot
achieve & solution due to limited resources of time
and memory-- or it may be sbsolute --when the
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each system can solve more problems than if it

problem-solver does not exhaust its resources but
still ‘cannot solve the problem.-- We shall give
examples of collaboration in which difficulties of
both types are overcome.

2. DESCRIPTION OF THE WORLD AND OPERATORS

The simulated robot worlds are described by a set of
true -predicates. Two small worlds are represented
in fig. 1. The INITIAL world would be described by
the predicates:

(INROOM ROBOT ROOMA) (CLOSFD DOQRA®)
(INROOM BOX ROOMB)
(JOINS DOORAB ROOMA ROOMB).

@ Door Box Door @ Box

INITIAL . FINAL

Fig. 1.

The world can be changed by applying to it an opera-
tor. An operator can be applied to a world only if
the world satisfies the preconditions of the opera-
tor. The changes of the world as a result of the
application of the operator result from deleting
from the world the delete set of the operator, then
adding to the resultant world the add set of the op-
erator. For example, to open a door, the operator
"opendoor’ may be used. To opendoor(door}, the
robot must be near the door, and the door must be
closed. After she has opened the door, the state-
ment (CLOSED door) is deleted from the representa-
tion of the world, and the statement (OPEN door) is
added.

A task i{s given as a set of conditions which must be
simultancously true in a final state. A goal could
be (the FINAL state in fig. 1):

(CLOSED DOORAB) (MEXTTO ROBOT BOX).
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A solution to the task is a sequence of operators
which transform the initial world into a world in
which all the conditions of the task are satisfied.

3. BRIEF DESCRIPTION OF LAWALY

LAWALY's search towasrds a goal is guided,. for our
purposes, by two main components: an ordering of
subgoals according to a hierarchy, and a selection of
appropriste operators to accomplish & subgoal. (For
descriptive purposes we shall make use of some hypo-
thetical goals.)

3.1 Rierarchy of subgoals

Some subgoals should be accomplished before others.
If the goal is (INROOM ROBOT ROOMG) (INROOM PAIL
ROOME) (STATUS TERRARIUMD WATERED), clearly the
TERRARLUMD should be watered first, next the PAIL
should be carried to ROOME, and finally the robot
should go to ROOMG. Trying to accomplish the sub-
goals in any other ordex would not work, since the

pail is needed to water the terrarium, and the robot
must carry the pail. '

The Hierarchies of subgoals can be either input by
hand, of generated by a program from the description
of the operators.

- 13,2 Selection of operators

For a given subgoal, some operators are more appro-
pfia:e than others. To water TERRARIUMD, the opera-
tor irrigate(TERRARIUMD) will be used. To obtain the
condition (INROOM ROBOT ROOMG), the robot could carry
a trashbasket into ROOMG, but instead should prefer
to just go there. LAWALY selects the most appropri-
ate operator(s) for & subgoal. ' 4

3.3 LAWALY's difficulties

LAWALY encounters two types of difficulties that can
be surmounted with the help of DISPROVER:

(1) Large class of subgoals Qiqh the same hierarchy

1f several subgoals have the same hierarchy, LAWALY
does not know in which order they should be achieved.
Attempting all the permutations in the order of the
subgoals would be far too expensive in terms of com-
puter time if the number of subgoals is large. This
difficulty is due to resouzces. .

-

(ii) Stubbornness ,
TAWALY's power and efficiency ~-she has routinely
solved problems requiring several hundred steps--
comes from focusing on one subgoal at a time. Suzh
focusing may also be called stubboraness. We have
here an example of an absolute difficulty.

For example, the problem of fig. 1 (as described in
section 2) is not solved by LAWALY. LAWALY may
decide to work first on the (CLOSED DOOR) condition,
or first on the (NEXTTO ROBOT BOX) condition. Con-
sider the first case. ULAWALY finds the door already
closed in the initial state, so she wants to obtain
the NEXTTO condition. 7o do that, she must enter
Room B, and to do that go through the DOOR. But
that would mean opening the DOOR, aund hence undoiny
what she had alrcady achicved, (CLOSED DOOR), and so
she decides to try the conditions in the reverse
order. To be (NEXTTO KOBOT BOX), she goes to DOOR,
opens it, goes through it, and then poes next to

4BOX: At that point, she realizes that she must

still close the DOOR, However, that would make her
undo something she wanted, namely (NEXTTO ROBOT
BOX), so she quits, haviog failed. (Stubborunness is
not n problem with an executing robot, (sh)

4. BRIEF DESCRIPTION OF DISPROVER

DISPROVER is an implementatfon of the technique of
hereditary partitions {2], a generallzation of the
technique of hereditary properties [147, to disprove
statemcnts about robot-like worlds. DISPROVER can
be applied to find disproofls in any system which
describes successive states by a sct of true and
false conditions, ladependently of the form of the
operators that transform one state iato another.

An example will help to illustrate the working of
DISPROVER, We take the world of fig. 2 (as used in
[1,3,7)), and change it so that if the robot goes
through the door to the room containing the location
G, then the light turns off. To turno the LIGHT -
SWITCH1 on, the robot must be (ON ROBOT BOX1) and

the BOX! must be (NEXTTO BOX! LIGHISWITCH1). We

wish to show that the task: (STATUS LICHTSWITCH1 ON)
(AT ROBOT G), is impossible, i.e., we wish 2 disproof
of this goal. (The goal description may include

some negated predicates.)

LLL

U 1ightswitch off -4 = door open
A lightswitch on ~++—  door closed

[3] box 2 Q robot

LEGEND

=]

Fig. 2. A robot world.

DISPROVER uses two sets of predicates for disproofs:
a) anchor predicates, which are always the predi-
cates (made positive if necessary) in the statement
of the problem to be disproved. Here the anchor
predicates are P1 = (STATUS LIGHTSWITCH] ON);

P2 = (AT ROBOT G).

b) refinement predicates, which are additional
predicates used in the disproof.

The basic idea of DISPROVER is to disregard every-
thing in the world except the anchor and refincment
predicates. 1In this way, the world is significantly
reduced from the initial world. This reduced world
is often so small that it is feasible to enumerate
all possible states that can be veached from the
initial reduced world by the application of all
operators (appropriately reduced also). Each
reduced state that can be obtained in this way is
called a partition. Since the set of partitions is
finite, two cases can occur:’

~-the goal is not a subset of any partition. This

means that the goal cannot be reached (from the
original portition) in the simp ied, reduced
world. Heace, the goal caanot be roached frn the
complete world from the oviginal would. DISYROVER

succeeds.

-the goal is 2 subset of some partition. This
means that the poal can be reached in the simpli-
fied world, but says oothing about whether it can
be reached in the cowplete world.

Two examples will help to clarify the workiops of
DISPROVER.

4.1 Disproof attempt with one st of refincmcs
predicat

First let us assume that the set of relivenen
predicates 1s empiy. Let us demonstrate how the



digproof fails. The initial state is reduced to the
initial partition, and is dJdescribed by -PL -P2

(since neither Pl nor P2 is true in the {nfrlal
state). The robot can go to G, and thus we odbtain a
new partition -P1 P2, 'The conditiouns -Pl P2 do not
violate the preconditions of the operator turnoen=-
light(lightswitch), which could be (iun some axiomati-
zation): (TYPE lightswitch LIGHTSWITCH)

(ON ROBOT BOX1) (STATUS lightswitch OFF)

(NEXTTO BOX1 lightswitch) (INROOM ROBOT rm)

(INROOM lightswitch rm).

Heace in the reduced world, we can apply the operator
turnonlight (LIGHTSWITCHL) to the partition -P1l P2,

to obtain the partition Pl P2. Since this partition
contains the goal to be disproved, the disproof
fails: we do not know whether the goal can be
achieved or not.

4.2 Disproof attempt with another set of refinement
predicates

Let us now attempt the disproof with the refinement
predicates P3=(INROOM ROBOT ROOMA), P4=(INROOM ROBOT
ROOMD). The initial partition is ~Pl -PF2 P3 -P4.
The complete disproof is too long to be inserted
here, but it should be clear that it will succeed
(assuming a decent axiomatization of the robot).

In particular, the disproof can no longer fail as
before. If the robot goes to G, it will be in the
partition -P1l P2 -P3 P4. The -P3 violates the pre-
conditions for turning on the light, so that the
turnonlight operator may not be applied to this
partition.

4.3 DISPROVER's difficulties

The gbove example makes obvious the difficulties of
DISPROVER. A disproof may fail because the set Qf
refinement predicates is too small, or inadequate,

to correctly partition the world to yield a disproof.
On the other hand, if there are too many refinement
predicates, the enumeration of partitioas can become
too time consuming and require too much memory, and
the difficulty is due to the lack of resources.

5. LAWALY AIDED BY DISPROVER

Now that we have examined LAWALY and DISPROVER, we
turn to examples of their collaboration.

5.1 Large class of subpoals with the same hierarchy

p-aaliihd

When LAWALY encounters a problem contalning a large
class of subgoals (more than three subgoals), it
tries one permutation of the subgoals (for luck).
If LAWALY fails to find 2 solution, the problem is
" passed to DISPROVER, without refinement predicates.

1f the problem has a solution, DISPROVER will fail,
since it cannot disprove a problem which has a
solution. The unsuccessful disproof indicates that
there is a path from the initial partition to the
goal. Each path represents a certain order in which
the subgoals have been added to the partitions,
until they are all present in the partition contain-
ing the goal. Each path therefore represents a
permutation of the subgoals in which the reduced
problem can be solved. Let us call such a permuta-
tion a2 feasible reduced permutation, while a per-
mutation of the subgoals in which the original, not
teduced, problem can be solved is called a feasible
permutation. Clearly, every feasible permutation is
a feasible reduced permutation, but not vice-versa.
TAWALY will attempt to find a solution for the order
given by every feasible reduced permutation.

(1) An example

Usually, the use of hierarchies of subtasks splits
subgoals iato levels of the same hicrarchy such that
each level has few subtasks, To illustrate the help

offercd by DISPROVER (or heuristic DISPROVER,
scection 5,.1(41)) in the case of a hicravchic level
contaiuning many subgoals, we must manufacture o
somewhat artificial example. The example must
exhibit multiple interactions among the subgoals,
Indeed, Lf the subgoals did not tateract strungly,
they could be placed in separatc hierarchical
levels.

In a2 certain robot world, rooms A, B and ¢ (denoted
(A ROOM), (B ROOM) and (C ROOM)) are on floor 1 and
communicate through Hall 1 (denotcd (1 HALL)).

Rooms D and E are on [loor 2; they communicate
through Hall 2. An elevator joins both floors. We
consider the goal: 1-(INROOM TRASHCART (B ROOM)),
2-(HOLDING BROOM), 3-(STATUS (1 HALL) CLFAN),
4-(STATUS (1 ELEVATORDOOR) OPEN),

5-(STATUS (1 TRASHBASKET) EMPTY),

6-(STATUS (D DOOR) OPEN).

In the particular represeatatioan, all six subgoals
belong to the same hierarchy. The axiomatization of
the world is such that of the 6! = 720 permutations,
only four are feasible. The subgoals must be
performed in the order: 5, 2, [3,6 or 6.3],

{4,1 or 1,4]. One of the solutions is 32 steps
long. To guarantee no other solutions, certain
operators have added unusual side effects., For ex-
ample, to assure that 4 will not be accomplished
before S, 2, 3 and 6, the operators which would
accomplish 5, 2, 3 or 6 would also unde 4. That is,
the elevator door on floor 1 closes wheu trash-
basket 1 is emptied, or when the robot picks up the
broom, or when Hall 1 is swept, or when Door D is
opened!!

DISPROVER fails, but from its failure four feasible
reduced permutations are extracted, each one allow-
ing LAWALY to solve the problem. The disproof took
130 seconds in interpreted LISP on the CDC 66C0.
This time is significantly smaller than the fime
needed by LAWALY to try all 720 permutations.

(ii) Heuristic DISPROVER

A modification of DISPROVER, called Heuristic
DISPROVER, accelerates the finding of feasible
reduced permutations, although it is no longer a
disprover, nor does it guarantee that all feasible
reduced permutations wiil be found.

The idea is simple. From any partition we only
build those partitions which represent a positive
advance towards the goal., For example, from the,
initial partition Parl: Pl -P2 -P3 -P4 -P5 -P6,
we might be able to build partition Par2: -Pl P2
-P3 ~P4 -P5 -P6. If an operator opl applied to
Par2 results in a partitiom Par3:; -Pl -P2 P3 -P4
-P5 -P6, then Par3 will not be kept. On the other
hand; if another operator op2 applied to Par2 yields
the partition Par4: -P1 P2 -P3 -P4 PS5 -P6, then
Pard will be kept.

With the same problem as in section 5.1(i), heuris-
tic DISPROVER generated the same four feassible
reduced permutations in 22.8 seconds.

(iii) Failvure of the cooperation

The cooperation will fail {f DISPROVER returns too
many feasible reduced permutations, all of which
LAWALY cannot try due to time limitations,

5.2 Stubbornness

Section 3.3{(ii{) described a solvable problem which
LAWALY fails to solve. The problem is given to
DISPROVER, which fails, as it should since the
problem i{s solvable., DISPROVER gencrates a
partition 4: (NEXTTO ROROT BOX) (CLOSED DOOR),

by applying the operator goncext(object) to the
partition 1: ~(NEXITO ROBOT BOX) (CLOSED DOOR).
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The preconditions of the operator arel (ONFLOOR)
(INROOM ROBOT room) (INROOM object room). In the

" operator, "object" is bound to BOX, and "rxoom" to B,
hence the preconditions represent a state stis
(ONFLOOR) (INROOM ROBOT B) (INROOM BOX B). DISPROVER
suggests to LAWALY that the original problem could
perhaps be solved by splitting it into two successive
problems. The first problem is to go from the ini-
tial state to a state containing the intermediary
state sti above; the second problem is to go from
there to the final state. LAWALY does in fact solve
the original problem in this way.

(1) Failure of the coaperation

The collaboration could continue, ia the sense that
DISPROVER could keep suggesting additional inter-
mediary states. The collaboration will fail whea
DISPROVER can suggest no new intermediary state, or
suggests an unreachable intermediary state.

»

6. DISPROVER AIDED BY LAWALY

When LAWALY tries to find a_ solution to an impossiblé
task, she will fail. She keeps track of the precon-
ditions of all of the operators that she has applied
on each of her unsuccessful attempts at a golution.
Thus, for each attempt, we obtain a candidate set of
refinement predicates. A disproof is attempted with
each candidate set. If all these disproofs fail,

all the candidate sets are merged into one (huge)

set of refinement predicates, and anothexr DISPROOF

is attempted.

Ve

1n the example of section &4, when attempting to solve
the problem in the order (STATUS LIGHTSWITCH1 ON)e
(AT ROBOT G), LAWALY fails. On her path she picks

up enough predicates to provide an adequate, but
certainly not minimal, set of refinement predicates.

6.1 Fallure of the cooperstion

LAWALY may not provide DISPROVER with an adequate

set of refinement predicates. Our experience has
been that LAWALY finds the refinement predicates
necessary for a disproof, since she picks up just
about everything along 2 promising solution path.

The problem is that generally she picks up far too
many refinement predicates, which slow down DISPROVER
to the point where a disproof is sometimes impossible
with the availsble resources of time. We must teach .
LAWALY to be more selective in the help that she
gives DISPROVER.

7. CONCLUSION

We have given examples of the difficulties that an
optimistic problem-solver, LAWALY, and a pessimistic
problem-solver, DISPROVER, experience when tackling
problems in simulated robot worlds,: In many cases
the optimist can help the pessimist and the pessi-
mist can help the optimist, in such ‘a way that the
two systems working together can solve problems
which neither system alone can solve.

1f the robot worlds considered sre appropriately
enlarged, it is not possible to design an algorithm
which can decide, for each problem, whether it has

a solution or not. Therefore, it cannot be expected
that the collabovation between LAWALY and DISPROVER
{or their descendants) will ever be perfect. Some
of the weaknesses of their present modes of collabo-
ration, however, point to areas where improvements
can be oghieved. 1t would be useful, moreover, to
develop n morc continuous colldvoration: preseantly,
the collaboration must walt for one systcm to term-
fuate with a partial or total failure. The fallure
of DISPROVER can be ascertained only when the system
has run {ts full course. On the ather hand, LAWALY
may encounter difficulties on the way to o solution.
These difticulties could prove heipful to DISPROVER,

even though LAWALY has not yet exhausted all fts
resources.
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