COMPUTER RECOGNITION OF PARTIAL VIEWS OF

Lt s

THREE-DIMENSIONAL CURVED OBJECTS*

by

J. W. McKee and J. K. Aggarwal
Department of Electrical Engineering

Technical Report No. 171
May 15, 1975

INFORMATION SYSTEMS RESEARCH LABORATORY

ELECTRONICS RESEARCH CENTER
THE UNIVERSITY OF TEXAS AT AUSTIN
Austin, Texas 787172

g *Research supported by the Joint Services Electronics Program
under JSEP Contract F44620-71-C-0091 and by the National
Science Foundation under Grant GK-42790

Approved for Public Release; Distribution Unlimited



ABSTRACT

This paper describes two similar algorithms: one for learning
descriptions of objects, the other for recognizing partial views of known
objects. The input to either algorithm is a two-dimensional array in
which the boundaries of the surfaces of the object are marked. Both
algorithms use a library of known objects. The learning algorithm sees
the whole object to be learned and computes a description of the object.
The output of the learning program is an updated library of known objects
in which the description and name of the new object have been added to
the names and descriptions of all the other known objects in the library.
The recognition algorithm sees only a partial view of a known object.
The algorithm computes a description of the partial view and compares
this description to the descriptions of known objects. The output of the
recognition algorithm is a list of possible names of the partial view with
a measure of how well each object named matches the partial view.
Figures illustrating the descriptions of the objects in the library of known
objects are given. To help the reader evaluate the performance of the
algorithm, figures of partial views are given. These figures illustrate
how the recognition algorithm matched the partial view of an object to
different known objects. A table summarizing the results of tests of the

recognition algorithm is given.
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CHAPTER 1
INTRODUCTION

This paper is concerned with some of the aspects of the general
problem of recognizing an object from its gray scale image. One approach
to analyzing a scene, often called a bottom-up method, is to process the
gray scale information in a series of steps: boundary detection, object
description and model matching. Two of the more common methods of

boundary detection are edge marking and tracing, Roberts [1] and

Underwood [2], and region growing, Brice and Fennema [3] and Barrow and
Poplestone [4]. Object descriptions seem to be divided into two classes,
depending on whether all the edges in the scene are assumed to be
straight lines or not. If they are assumed to be straight lines, then the

object is described by relations between the straight lines, [11, [2], [3].

1f the edges may be curved, then other descriptions are used [4] such as
different moments of the surfaces and their spatial relationships. De-
pending on the type of descriptors used, the description of the scene is
“matched" to a library of descriptions of known objects.

This paper will deal with the last two steps of the bottom-up
method: object description and model matching. The input data for the

object description program is a two-dimensional edge array in which all

the boundaries of the surfaces are marked. This edge array is generated

by another algorithm, described in McKee and Aggarwal [5], which con-
verts a gray scale picture into the two-dimensional array in which the
boundaries are marked. The objects viewed are not restricted to be

planar; in fact, most of the objects used are curved in two or more dimen-
sions. This curvature and uneven lighting introduce small "noise surfaces"

and false edges in the input data which must be contended with.
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This paper will describe two very similar algorithms: one for com- -
puting and learning the description of an object, the other for computing
and comparing a description of a partial view of an object to the descrip~
tions of known objects. A library of known objects is constructed by the
learning aligorithm. The learning algorithm sees the whole object to be
learned, computes a description of the view, and adds the description to
a library of known objects. The learning algorithm does not compute a
three-dimensional description of the object but forms a description of the
object from the two-dimensional projection it "sees”. At the present time
only one view of each object is being learned. The recognition algorithm
uses the library of known objects and a partial view of a known object
to derive a list of names of objects which could cause the partial view,
The recognition algorithm also computes a measure of how well each
named object matches the partial view. The partial view is a part of the

same projection of the object used in learning the object,



CHAPTER 2
DEFINITIONS

Before discussing the algorithms, we should define some terms
used in the rest of the paper. The definitions of chain-connected points
and of nodes are found in [5]. We will give only a general definition here.

A set of points is chain-connected if they form a chain in which each point

has only two neighbors. A node is a set of points that have three or more
neighbors.

(i) The perimeter of a scene is a union of sets of chain-connected
points which forms a window about a pertion of the scene. Only the interior
of the perimeter is considered to be visible to the algorithm.

(ii) Types of Nodes.

A) A perimeter node is a node containing points on the perim—

eter of the scene.

B) A real node is a node common to three or more surfaces,
but not containing points on the perimeter of the scene.

C) A false node is any node that is not a perimeter node or
a real node, e.g., a node common to only two surfaces.

(iii) Types of Edges.

A) In the context of this paper an edge is a set of chain-
connected points which forms the complete boundary
between two surfaces.

B} An edge segment is a set of chain-connected points be-

tween two nodes. An edge contains one or more edge
segments.
Let us illustrate these definitions by pointing them out in Fig. 1.
The perimeter is the rectangular outside set of points. Two perimeter

nodes, two real nodes, and a false node are pointed out in Fig. 1.
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Surfaces like the two noise surfaces shown in Fig. 1 are caused by
glare or shadows. After these noise surfaces and the false node are re-
moved and the gaps are filled with chain-connected points, the edge
between the hammer head and the background would be the set of chain~
connected points from one real node to the other real node. The edge

segments are the sets of chain-connected points between nodes,



CHAPTER 3
THE ALGORITHMS

There are actually two closely related algorithms: the first is to
learn a description and name of a viewed object, the second is to form
and compare a description of a partial view of an object to the set of
descriptions of known objects. Each algorithm can be divided into three
major steps. The first two steps of the learning algorithm are the same
as the first two steps of the recognition algorithm. The last step of the
learning algorithm is similar to the last step of the recognition algorithm.
Therefore, we treat learning and recognition as one algorithm with the
following steps:

A) For each edge segment in the scene, create a list of the x~-vy
coordinates of the points on the edge segment; and for each edge,create
a list of the edge segments which form the edge.

B) Describe each edge in terms of a series of arcs of circles, and

CL) Learn the name and description of the object, or

CR) List the names of known objects which could have caused
the partial view.

Before we give a more detailed discussion of the steps of the algo-
rithm, let us describe the data structure of the input to the algorithm. The
algorithm is designed to handle the output of the algorithm described in
[5]. The input data is in the form of a two-dimensional rectangular array
in which the boundaries of the surfaces of the object are marked. There
may be edge segments due to shadows and edge segments connected to
false nodes. There may also be surfaces caused by noise or glare on the
object. These problems are shown in Fig. 1 and will be corrected in

Step B. For each edge in the scene, Step A and Step B are performed,

6



This procedure builds a description of the edges that appear in the scene.
Then either Step CL or Step CR is executed. The following is a general
discussion of each step.

Step A - Edge segment coordinate testing - The boundaries of the
object are composed of edge segments which connect different types of
nodes. In this step the edge segments are found by examining the bound-
aries of the surfaces. The surfaces in the scene are numbered sequentially
starting with 1. When new edge segments are encountered as a boundary
is being traced, they are numbered sequentially. The following informa-
tion about an edge segment is placed in the edge segment library under
the number of the edge segment: the number of the surface being traced,
the number of points in the edge segment, and the space which is reserved
for another surface number., The x-y coordinates of the points of the edge
segment are placed on the x-y coordinate list under the number of the
edge segment. The edge segment is marked as being known. If a known-
edge segment is encountered while a boundary is being traced, the num-
ber of the surface being traced is placed in the reserved location in the
edge segment library under the number of the edge segment. As the bound-
ary of each surface is traced, the numbers of the edge segments which
form the boundary are placed in an edge segment list under the number of
the surface.

After all the boundaries have been traced, edges are found by
examining the edge segment lists of the surfaces. As the new edges
are found, they are numbered sequentially starting with 1. An edge is
represented by a list of all the sequential edge segments on a boundary
which have the same two surface numbers. This list of edge segments
is placed in an edge list under the number of the edge. At the completion
of Step A the edges in the scene are described by ordered lists of edge

segments. Each edge segment is described by its length, a list of the



x-y coordinates of the chain-connected points of the edge segment, and
the number of the surface on each side of the edge segment. The lists
formed are passed to Step B. A detailed discussion of this step and its
data structure is given in Appendix A.

Step B - Edge description - For each edge from Step A, a list of
the x-y coordinates of the points on the edge is created from the X-Y CO-
ordinates of the points on the edge segments which form the edge. This
list of coordinates is converted into a type of Freeman code, Freeman [6],
and straight lines are fitted to the graph of the points of the code vs. dis-
tance. The following procedure is done for each edge on the edge list.
The x-y coordinates of the first edge segment on the list for the edge are
placed on the list of coordinates of the edge. If there is another edge seg-
ment on the list, points approximating a straight line between the end of
the first edge segment and the start of the second edge segment are placed
on the coordinate list of the edge. Then the x-y coordinates of the second
edge are placed on the coordinate list of the edge. This process ig repeated
if there are still more edge segments on the list for the edge. The result is
a list of the x-y coordinates of the points of the edge. This list of coordi-
nates is converted into a Freeman code for the edge. The code is trans-
formed in a series of steps into a smoothed~compensated-expanded-Freeman
code, SCEFC as described in Appendix B. A series of straight lines is then
fitted to the SCEFC data points vs. distance graph. These straight lines
form the description of the edge. All the edges are described in this manner
and their descriptions are passed to the next step. A detailed discussion
of this step and its data structure is given in Appendix B,

Step CL ~ learning - The learning algorithm reads in from a perma-
nent file a library of known objects and a library of known edges. The
name for the object to be learned is also read in. The following steps are

performed for each edge from Step B. The description of the new edge is



compared to the description of each edge in the library of known edges.

If the description of the new edge and the description of an edge in the
library are "similar", the name of the edge in the library is given to the
new edge. If none of the known edge descriptions is “similar" to the
description of the new edge, the new edge is given a name and its de-
scription is placed in the library of known edges. In either case, the new
edge has a name when this portion of the algorithm is complete. After all
the edges from Step B have been named, & description of the object is
formed. The name of the object, along with the name of each of its edges
and some information about each edge, is placed in the library of known
objects. The library of known objects and the library of known edges re-
place the old libraries on the permanent file and the program ends, A de-
tailed discussion of this step and its data structure is given in Appendix C
under the name CL.

Step CR - recognizing - The recognition algorithm reads in a
library of known objects and a library of known edges from a permanent file.
The following steps are performed for each unknown edge from Step B. The
"weight" of the new edge, which is proportional to the length of the edge,
is computed and stored under the number of the unknown edge., The de-
scription of the new edge is compared to the description of each edge in the
library of known edges. A list of the names of the known edges which are
wgimilar" to the new edge is formed. The names on this list are compared
to the names of edges in the description of objects in the library of known
objects. For each object, the name is placed on a list of edges common
to both the partial view and the object, After all the edges from Step B
have been processed, each object will have a list of all the edges which
are common between the object and the partial view. The edges on this
list are used to compute a scale factor between the object and the partial

view. The scale factor for an object is a "weighted" average of the ratios
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of the length of an edge in the partial view to the length of the correspond-
ing edge in the object's description, for all the edges that are common be-
tween the object and the partial view. When only a portion of an edge is
present in the partial view, the total length of the edge is estimated. This
estimate is used in the ratio computation. After the scale factor has been
computed, a weight for the object is formed. Initially the weight of each
object is zero. For each edge that is common between the object's de-
scription and the partial view, a ratio of the lengths is computed, as above.
If this ratio is within a fixed percentage of the scale factor computed for
the object, the "weight" of the corresponding unknown edge is added to the
weight of the object to form the new weight of the object. At the comple-
tion of the above procedure, the object's weight is proportional to the num-~
ber of edges in the partial view that maintained their relative lengths when
matched to edges in the object's description. In this fashion a weight is
computed for each known object. The names, normalized weights, and in-
formation about how the edges matched for the best three objects are out-
putted and the program ends. A detailed discussion of this step and its

data structure is given in Appendix C under the name CR.



CHAPTER 4
EXAMPLES

in this section, eXa mples illustrating the performance of the two
algorithms will be given. There are nine objects in the library of known
objects: a block with a corner cut off, an oil can, a coffee mug, a tape
dispenser, a pair of scissors, a pair of pliers, a can, a glue bottle, and
a hammer. TFirst we will describe the procedure by which the objects were
learned. Each object was placed before the image dissector camera, and
a 128 x 128 point gray scale image of the scene was placed on tape. Be-
fore any objects were learned, an empty known—ébject library and an empty
known-edge library were created on a library tape. Then for each object,
its gray scale information was processed by +he boundary-marking algo-
rithm and then by the learning algorithm. The libraries from the library
tape were read in, and a name for the object was read in. After the algo-
rithm learned the edges of the object and learned the object, the new
libraries were written over +he old libraries. This process builds on what
it had learned previously until all nine of the objects have been learned.
After the nine objects have been learned, the library of known edges con-
sisted of a set of distinct edges. For purposes of display, each edge was
given a distinct character to be used in printouts, starting with 1 and going
through 9, then A through Z. To geta visual feel for how the objects have
been described, the gray scale images on tape, which were used to learn
the object, were used as the input to the recognition algorithm. Resides
the possible name and weight of an object, a two-dimensional printout of
matched edges is given. The printout is in the form of the input edge array
of the scene, but instead of points, the symbols for the names of the edge
are used. The normalized weight of the object is expressed in octal with

a maximum of 1750 octal (1000 decimal). For example, Fig. 2 is the

11
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input edge array for the block and Fig. 3 is a printout in which the edges
are represented by the symbols for the names. As discussed in Appendix
C, an edge may have one or two names. If the edge has a second name,
it is represented by one symbol for the name typed on the printout with an
arrow to the corresponding edge. In the recognition program, if an edge
is considered too short to be useful, no attempt is made to recognize the
edge. Unrecognized edges are marked with zeros (0). Figure 2, Fig. 4,
Fig. 6, etc, through Fig. 18, are the input edge arrays generated from
the gray scale information used to learn the objects. Figure 3, Fig. 5,
etc., through Fig. 19, are the corresponding output from the recognition
algorithm. For each of the nine known objects, Table 1 gives the name of
the known object and the names and normalized weights of the three ob-
jects which best matched the scene. Table 1 also gives the total CPU
time from camera input to the output of the new library for the learning
program, and the total CPU time from tape input to printer output for the
recognition program.

In the recognition portion of the testing of the algorithm, various
partial views of the known objects were processed. The camera was aimed
so that a partial view of the object was seen. The boundary-marking algo-
rithm and the recognition algorithm were then run. The output consisted of
the names, weights, and printouts of the best three matches to the partial
view. Forty-three different views, other than the library view, of the
known objects were processed. In 40 of these scenes, the algorithm
computed the correct names for the objects. There were two ties, in
which one or two objects had the same weight as the correct object
(Fig. 23 and Fig. 24; Fig. 52, Fig. 53, and Fig. 54). There was one
scene in which the algorithm made an error by computing a weight for an
incorrect object that was greater than the weight for the correct object

(Fig. 23 and Fig. 24). Due to the lack of space, it is not possible
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to present all the printouts; therefore, only the more interesting outputs

are shown. As discussed in Appendix C, if an unknown edge has only one
real node and is relatively straight, i.e.., it does not curve by at least

45°, no attempt is made to match the edge to known edges. Similarly, if

an edge has two perimeter nodes and does not curve by at least 90°, no
attempt is made to use the edge. These types of edges are not used in the
recognition program because usually with so little curvature they would
match many known edges, and there is not enough information in the edge

to get a good estimate of its total length. In the printouts, these edges,
along with unrecognizable edges, are represented by zeros (0). Table 2
gives a summary of the tests run. For each object, the figure numbers of
the partial views of the object are given. For each view, the names of the
three best matches and their weight are given. And the total run time from
camera input to printer output is given., The types and numbers of the edges
in the scene are also given, sO that the reader may compare the number and
the type of the edges described and named to the total CPU time and accu-
racy of the comparisons. An edge is classified into one of three iypes,
depending on whether it has two real nodes, one real node and one perim-
eter node, or two perimeter nodes. Figures 20 through 55 are given to enable

the reader to evaluate the performance of the algorithm on partial views.
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Figure 8. Edge Array of the Coffee Mug
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Figure 9. Library View of the Coffee Mug
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Figure 17. Library View of the Hammer




S H2RE ST eTTeBAIIAE LS IR AR EERRDE

s

Wnwowon s ok

Buoan B M e W E s H E R A NN

I R R

v

R

LR R R R I I I I R A N R R R R R

saszs
wszpeszacs azzszy
EEREs svan
(3 as
2 ®
£33 =
S P
a 2ce a e
=z ssgzsn z%ana a
LY sessssveunetas soBgny 8
® s =
2 @
2 s
® ®
. s
N =
B z
a 2
s °
s ®
s =
2 e
1 @
2 ®
@ a
B =
» ®
a 3
2 s
% 3
[
s a
B s
s @
8
B a
2 5
s s
s B
B s
s @
s °
2 B
a °
s s
2 a
. z 3
Y @
s e
s ®
® El
a 2
2 13
5 e
@ =
B ®
e °
® &
s ®
a 7
s @
s ®
@ ®
v ® :
® s
» E
@ 2
a ®
z 2
2 ®
& N
s s
° ®
a ®
= °
sn 3] .
ao 28
Pzzs FEELYY

coszzgsascasacgsa

R T L T T T LT T T T T T TTT EPEE FEPT LN

Figure 18.

Edge Array of the Can

e e

®aumE @ a s b u oy

Wnewm s oe

*
.
s
»
.
N
»
B
-
B
»
B
B
a
-
.
e
B
s
»
¥
=
®
»
s
»
B
s
B

B
B
B
-
s
s
s
s
s
B
»
s
B
®
N
.
°
B
.
.
®
B
s
2
°
°
B
®
s
=
°
s
s
a
°
»
®
s
s
s
B
e
®
s
s
@
B
s
z
®
s
®
a
B
B

33




34

B

°

o

N

a

s

B

B

2

s

s

B

-

B

=

= 333

e 33333333333 33333333333

= 3333 3233

. 3 33

s 2

® 2 T

M T 333 I

- T 333333 32333 T

e T 33333383333333 333333 ¥

« v 2 T

s T 7

% T 7

. T 2 T

= T 7

2 T T

B 7 7

s T ke

B T T

a 7 7

° 7 7

= T T

s T T

a T 7

B T ¥

e T T

s T ¥

3 T T

e 7 T

2 7 7

= ¥ T

a T 7

= T T

a 7 7

= T T

- 7 T

® v 7

s T T

a k2 7

2 T 7

. T ?

s 7 ki

° T T

s b4 T

- 14 T

s T ke

. T ¥

B T T

s T 7

B ¥ 7

B T 7

B T T

. 7 T

- T T

N T 7

- 1 7

. T 7

. T 7

s ¥ T

. T T

s T T

« T v

° i T

a 7 1

s 7 ke

s 7 7
- « 7 T

s T 7

s T v

B T T

a T 7

« 7 T

- T T

% * Y

Y 7 T

- T T

= 7T 77T

. TTTY TITTY

- TYRTTTIIITYIYITYYPTYTY

s

N

N

B

.

a

.

-

=

.

B

-

B

B

B

.:.u...h;n,x..u..:-u.-.ua=.,=-.-.-...u.--.;.........s..-...u..--és-.,a,:;..--.-.-..a.....u-..u......-..

Figure 19, Library View of the Can




35

aLern g PpTH MEIGHT 1301

sapsstis@Eu:ewSauBFEINAGYAcIIANATSSRIARRARANAERRIRTE meBEoBpSTesasasnENgOPecEeTReaTRRaaBac0pRRARRTINCSTanunaREAy>

. “
. .
. B
. .
. .
“ »
. .
. B
. B
N .
. .
. .
. o
. B
. .
. .
N B
. .
. B
' »
. .
. N
. .
. B
. »
s HY £
f B9850 B
. "5 »
- EETY s
.

.
N .
. N
@ 3 z
® 3 L
» 3 =
2 3 °
. 3 .
. 22r 3 .
. 5 8.000003 3 .
- 3 .
& 3 ®
. ) 3 -
. 1 3 @
N 1 3 s
. 1 3 .
s 1 3 .
. ! 3 .
o 3 3 s

. . 3 3 °
N 1 3 =
. | 3 a
s M 3 =
. 2 .
2 3 &
. 3 .
. ! 3 .
i ) 3 .
. B 3 .
. 3 .

3 .
2 .
3 .
H .
2 ®
3 N
3 .
3 ®
3 s
3 N
3 «
3 .
3 .
3 .
3 N
3 B
3 .
3 .
3
3

3

3

3

23
333
33
s 3
w03
-3
13
333

M t5tsis3YENEE0CSOUINEREASIRENGEETENsNRUAGOYS00FATT0NURIDEREEA0Es0RIE0S0RETSBRRRRES

Figure 20. Partial View of the Block




36

n L

N
i
+
.
s
i
=
N

e s e s mn e m e s

Can

:-..s.,.;;:s\s~;.:;::-..g--a;;::.:;-..x.;:-,.-..;.-a.:.-n...----.--..--===....=..:s,,s:;;-..--.-.--ns‘-.=.-.-s..

G
U G
G ]
R4 o
c o
o o
3 Y
s [
< &
© 0
Q 0
© 0
] G
o o
U 2
o
k¢] 777
777 7
“ 7 7
[} 7
8
28 2
8 111 99593
» 1 99
2 111t 39
i k]
i1 3
3%
o
? 3
3 9
9 9
2 s
9 9
o 9
3
P 5
? 9°9
5 53
5 99
9 999
9
3 %3999
] 995
a 598
Ed 99
“ 93
il 99
" Y g
% 97
9 99
3 1%
bl

;:Sc::.‘zs-isznxu:t::::.::xn=:s:=-..aa€l::;;sl-a:x;un;.nlﬂ9:::1!-.-:';;8-x\sa-t-e!Ut::san.nn-l!‘:la-‘n..ns;

Figure 21. First Partial View of the Oil Can

B
.
B
»
2
o
>
a
2
.
-
.
s
N
B
B
°
B
s
a
B
N
«
-
“
.
@
B
B
.
0
»
.
a
2
s
=
N
e
2

MEeukau ey owow oww

© e e a2 wew ou




37

i issssosassgessavssespIIALARE LS

seszerizausass:

aaaoaww

W wuemweeasas s wcaonEET

ssassapamenmseEuamEar e c sl

enesamvsreauvavesnD oL RNl

I3
G
&
I3
=
e
CL e OLIELL L L L DHD -
< P R R R g ) ©
racwe e
N )
L LC L LD E L L G0 L LD =
BOL s bs mh EHLLE DL LD
PP R A R A R
T A I I U T L I N AU P o P

wouocuwuwovsamesvanaerEes e

seom e

:-xx;1.:;:’-(:::-.==<=£nsxvtw.:l:;.u-snl.ssnltal--.l--nt.n.n:

Second Part

B
- °
IR u
. e "
I o
c .
o -
I3 - »
p o
« -
@ i
o
S S AU AL B A R

ial View of the Oil Can

Figure 22.




38

Faj °F pf 1Erg RN N 21 4 136}
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: :
: ;
: :
: :
: :
: :
; :
: :
: :
: :
: :
: :
= A -
] R I3 "
z 4 s
: & & ®
K A A =
£y A a ®
Y s
. A 4 2
B A & =
® A 4 e
s A A L4
: ol :
- A A a
B EY & s
- A A &
B A & =
“ ~ kY &
FY A e
- A A L
A B k3
& s &
= A &
: :
- &ne oy s
N . gl Ll
= o £y L]
+ 2 B s
B L 2
] N L
B 1iittitg ®
s H . ®
* [e14 & 'y
- < 20 e
R o 2
B - ¢ %
B 4 ®
. 0 @
B I} &
Figure 23, Third Partial View of the 0il Can Identified
a8 a Pair of Pliers




39

1493

WETGHT

w70

el ar

425s2:3%8%25 522 uTAES0T ARG EUALISTS0s00RCNAGRIRALISanATREA0RU0NRATLaRE R N, Aol RiRcAkDRUNT SRR REIRRNEEBRAYE

5 40 UG O BOGER ADHG0E000BGE 000D SD e K660 AU Sce N AEADN0U 66 S 00D AB0T 6P G AD YOO EEBHGEOE RS ES 0606006 DS RGN ET Y

o
2
<&

2000

CRETTITEEIDODILELL OB T D &L
CLDLALE OOV DE BG4 T OLEOLODDSDLCDEBGD
]
w-a

oC

<
VPP L OLBIROD OO DL OSB890

IARSRE SRS $1

3
LS EIYHOBL VB OVD DS O
¢ LOVLLCALwE

777

6 58¢E52005 03455540 08EEEa07395c58U0AEOCUNNAsEYSUEA00REBE00U0NGSC0000CEDY%I052530050RSISR0ENREARCIRNRE0EAERT0RRY

o)

o0

R N T o T R T T I T T S B A T I I T T T R R R T S S S P R

Third Partial View of the Qil Can

Figure 24,



R

IR

P

Wawe s w e w e

41

1 RIS LIS poee

B sEsaiEusRICAIRIEMEIRAALItci3s:00EYEnaIRReNE NREIoRCATGRE EEAPANs RNt N0 TE el IEIRR4TABSsRaRRznTsnn

[
-
13
s €
1 -
s
B
&
t
4
s
. B
»
- a
2 B
N B
» B
‘ )
a s
PR
+ 2
&
EO
& -
B 3
[
LS
L
PR
&
.
A
Looa
“
-
>
PR
P
oA
- s
i
PEY
&
& A
a A
&

< S T T T T T L T e L e P R T T LT

. Fi'g:f‘ixre 26. Second Partial View of the Pair of Pliers

B

P R R R ]

R

R

P I R R

MwomueswoHOe @B AR Ae 0 EET o ONANNADSRDE e




42

1866

B R T T TT T T

SEPENMECAsIsaviirzzegestEsentscgn:

crees

Ts-orar

*
u
»
B
@
»
®
»
s
o
»
2
i
*
2
.
o
.
.

«
VOO UL LU L L o
[N VRS WL Uy we o
(%) [SX0)
w
o
[SYCYERITES
s
oy coo
o L)
[ o
(") &
% o
wi &
[EEURS s
[SY¥w
[e2%3
(SRS STOr
[ < >
“ R S R P
[SRorY] Coutou
vuLucuLuau <
B R R “om e e w o

cEuaen s

)

3
wosa
.-
N
o
@
w
<
<
o “« e
<5
« <
I
« 1
«

B I T T

3
©
o
(o
.
“«
e
«
“
- 9
« “
a
«a
< «
“ 4
« <«
o
« o a
o .
-

MM R e s s e s s s an o s e e e s e s

<@
LR R
€ o
< w a
R <«
I RV <«
< <«
.= «
< « <
A @
< AW

FEGsEaizsiiasisnssssnsns

izsssasmza

Taze..

R R E:cset2INirBeiUe0%aEaNs8E00scE0TaTsEEsRRoE

'Figuréz 7

iers

ir o

. Third Partial View of the Pa



B
®
N
s
B
®
s
s
s
v
°
°
s
.
°
@
s
s
s
B
.
«
s
a
@
a
B
®
B
s
s
.
B
“
5
»
°
s
®
°
s
f
°
»
B
«
s
e
®
»
.
-
@
e
®
B
®
B
®
°
s
»
B
N
»
»
®
B
.
»
«
.
°
B
s
s
.
°
»
B
s
N
s
®
&
B
s
»
B
N
»
s
.
2
s
B
*
=
@
s
®
»
»
B
®
B
=
B
B

R T L e N T e

1661

MEL CE A LD L AT

G A E T LT LR A L C KA K

HEIGHY

GULL L UL L ww

1T

i e R T U,

R I e T I

$8cRaIRisAsAzaAReIRUsusCELERES

R R R Y EE LT P T TT e DY

. First Partial View of the Pair of Pliers

Pigu're 25

»

Ph e w o

[ T

40



R

43

RRET i ag 1t 1350

s Se%etsEc.ATFiiEse.IRsiT83233INAIIALGCABSASTAGCIIITaANscARARENGRRasTaTnAng

Lisowe-czmTac .

Plgure 28. Fou

¢ 49
e e
cc [T
o [
L 4 <
i < C €
c 4 C
c C € r
T < C C
- Iy 4 °
L < 4 4
[« € < e
< € < C
4 4 4 c
c T ¢ "
¢ ¢ 4
¢ <l C
I8 [
C c
r s
¢ -
<
v <
“ <
c i
- -
¢ c
- 4
¢
2 0
H ¢ 0
o Qo Q
J M
. ¢ 0 [
- < ] ¢
4 4] o} v
9 ] o .
2 ! o o
9 3
I <

L esimsicusevatEEEAasEEsEEREEiazIIsoASReTIIEOEIATEERARsEIcsbcapLRTaRsIRaAsRTIR

fth Partial View of the Pair of Pliers

svsssusgawsIRcUsARCREARIRAIR®

s w s e AW eS B A B NEWEEEBEEDBESE RGO

..-.-.-a-n.-..---..-.-...-n---ooa-»--u-..-..-..-..»

s
s
»
°
s
2
B
.
°
®
.
»
.
s
a
B
»
s
a
i




44

* Figure 2

T 5T [EYRN
e T L Lo Ty O
g
v
< |
< <
< u
[+ o
< 3
o :
© ¢
o bl
& B
o 3
19 3
¢ <
n 3
B - [
-
< G
N '
o 2 n
N .
. A L
»\ .0
& A "
Iy & @
A A n
& 'y C
4 c
5 A 2 o
A A ” o
4 & 3 on
3 A b o
- A e o
& o B
A e
s a -
4 el z
5 a
\ “e N
B ‘ R
s B n
4 o
N noor
" o
bl
. bl
R o
- 3
N
s N
. ~
& n oo
. 2 n
# 3
R n
B &
«\ .
TTEETETIESIEEIC i SaNuETi L iTigEEBa.t.fT 2:TETEREOUTenERiisEiisiaasiiesessssesarinsscentes

9'

Fifth Partial View of the Pair of Pliers




“ e m e e oo
L I S
e waw

ke m e s e b

v AT 6

e ifRcAERSEAEERAsSILEAYTAGTONORsARUCSINTINNIOREEERONsARAlsgItsseT

0
S 9
G ]
< [
g o
o Q
o o
Q o
0 4
< 4
o b
0 0
bl o
i ]
O i
0 ]
o 2 3
C oA
4 M
¢ [
M ¢ N
LI I El
RS N
) 8 N
ki 2] N
[ [ ~ N
8 a N N
a Ll N N
" 8 N
n ~
u N
NN
8 ~ N
B N N
N [
N N
[ n
o N
. N N
s N N
" N N
N .
N N
. NN
. 5 9
NN
N N
o N K
. NN
. N~
A “
~ “
N N

zsenaszezesasEoEBET

;“P”igﬁre 30 Flfth ’Partial View of the Pair of Pliers

SLRETTD LS s

Identified as Scissors

1

MR

45

$esaE02326RARNUESPEgtIAeEatI0sE0sRRANRRATRRIRIR AT ARETY

ccwssszssscpanvsesteununeNoua

Mo sewnmesmEE s auBeRADDEOERWEONS UGN R A0S EEAYEEEE

P

i
B
.
.
a
°
.
s
.
.
«
.
N
N
.
®
a
i
B
N
=
s
N
s
N
®
»
B
N



46

CHFEE vy, S ITH wWEIGuT 1/71n

-.cyntt.!za’-.xx.xl:-l:‘-ci.alx--.nl:':ln-l-ul-s-xn.t--ltll-n.s'.:.-n:tt.liﬂtﬁll""‘l'""""""""""’“"""
: o
: -
: N
: >
: .
: “
: B
: B
: .
: M
& = :
: -
: v
. -
: N
: a
. N
: B
: »
: .
: .
: N
: .
: N
: -
> 3¥333333333333 -
. 32333333 33333733 *
N 333 3332 :
» 33 33 °
N 23 333 =
N 23 s
£ 3 ®
: . i
: N
= 3 :
k] £ :
« £ N
. Pt E o=
¥ F P

N F FELRE EE =
N £ EE (333 ®
. £ Efrrer ECEr :
N ¥ LFPEeCRFfs repserpreree N
o F :
= ® M
£y £ N
2 £ :
= £ =
= ¥ :
= g N
- F ¢
, N

= 4 N
2 F N
- £ °
¢ »

M N

B s ¢
w £ C e
N ¥ e
. 3 c =
; F o
N F g =
N F 0 =
. I3 [
N 3 ¢ e
. [ [
N 3 [
kY F N
T £ :
s € :
2 F M
& F °
=z ¥ 2
< ¥ M
4 e N
s : >
. [ N
= F N
» £ N
B 3 PP e
= ¥ F e
B ¥ LN
N 12 [
x I3 P
: v [
s F F °
- ¥ F -
= # e :
s ¢ 4 *
N Fr £ a
: r £ s
. % 7 =
. EX3 FE @
: £y 113 .
: FEFE re -
N FEFrrfrre FEEFE -
. FrfFrFfFFFFf =
: B
: *
: »
: a
: N
: B
: N
: .
: =
crreliLnees GeEiasecisasav.ia, .....u...“........u,....-,..,...,au.......,..g.-.u...-":

Fiéure 31. Pﬂ””s,;t“ﬁé}'t.fal View of the Coffee Mug




TOFF

5
®
B
&
B
N
N

R

2
1
B
B
s
s
i
=
N
s
s

[ P I Tre W IGMY

smesmzafaz

.
&
-
' .
“u
X3
r
<
a
N 7
-
5
[
r
-t
.
¢
-
3
i
3
3

sptranifizissaEsIEEPRESTIIILALS

Figure 32.

47

1057

s atwsEABIEANEEEAGOANOrIRNIloNNRASECEARR ESEQRSRIaNtaAEtcTRTASSDRANgORsEaRIREESRaSNUR

am o

R8s eEeNEBLsacaAREEGAsNaEte a0s0000RaYsaCEA0NYGRNA0R00AR0RAIAKRSRRABIEREIIRE

Second Partial View of the Coffee Mug

W s mm w4 G B ¥ AR U SNGURPEEDIDEHNE SO UCHdED A8 EIYLHEHEANENNEHa0EDHD NS A0

“ o

[ T T R R R R RIS e

B
@
N
-
a
B
s
a
=
B
i
i
B
®



48

N
.
i
B
B

N
»
s
s
B
B
N
s
s
i
*
2
B
2
.
N
i
B

Tt WPIGHT 1361

avx ,:»,‘-,..;..;.,.s.u‘”n.anun;.-.........,....,........-...n--.-.--,.n.;..--.-n..-...-.-.n.n-..-...-...

Fig

R4
i
I3
-
I3
;
A
=
Fr
33
¥
F
13
¥
v
367 ¢
I %36 3
i+ 2 £
4 [ ¥
3 I
5 I3
G r
[ F
[ £
K] &
5 i3
b €
P 9 £
5 5 '
. o F
'
£
¥
2
3
r
£r
Fr
13
FECPErErTeROS
'
e
3
i3
-
ok

x'r;::l::xlx:i;:xaa;s;s;-x-xtns:-l:xxac:t:-nln-:.'ul.lnllt!.l‘:.cx:1::I:-l:-axi---t-a.‘-nn‘--as.o.--

ure 33. Third Partial View of the Coffee Mug

L T T T T

IR EREE]

e T




arF

N

»
s
N
N
®
.
%
2
B
®
:
.
i
N
.
i
»
a
N

T I T LA BT R

R L I AR

fe oo wiTh  WETGHT

R Y T1r

nnm e

R e B e

g

GtsanssTarsriSieIAIETEIIR

Figure 34

e
»

33
33333

49

1678

,.--....;.n..-..-;..;.--.-.--..--:..n..----...--..a-;-.-ai--,.-.n.------n--t---------s-ni------'--

£
EEE
EE
€
£
€
E
3
3
333
33 fF
3233 F
3333333 33333333333 ¥
333333 F
FEeFv
Fr
(23
FF
F
3
F
3
88666 3
g F
4 8 ¥
G 4 £
6 8 ¥
a 6 ¥
G <3 F
G G F
[ s 4
a [ £
[ 6 ¥
& <] F
G [ ¥
<] G ¥
[ G ¥
[ 3 2
8 38 £
o F
86663 F
L
c
F
FF
.
£
(243
£y
#F
7
5
¥
3
¥
3
¥
F
¥
¥
13
¥
£
(54
§F
¥
F

CECRERFFRT FEFFFET
FEFRFFFF

:...s:;;:;a;x:;-;;-sgx‘.-:;.--.---..-x:---.--s.-;tx.;s‘....--s..-.-..--.----.-.ss.n

Fourth Partial View of the Coffee Mug

a
s
®
°
B
2
?
s
@
-
2
N
o
B
a
N
.
u
2
2
.
3
e
s
»
»
N
B
s
N
B
-
5
=z
e
s
@
N
=
.
s
a
s
B
N
N
@
e
B
a
°
°
2
5
e
°
B
®
.
®
B
°
-
B
s
&
.
°
B
s
a
.
i
«
o
N
s
s

@
B
i
2
®
N
N
.
=
B




50

CaFsg

o

e T

R T T T T T

R

.
:
B
N
N
N

B W iTe WE1EMT 17 m

"
w
«

3
w

“

«
M
v
“
“
"
"
“
-

MMM AR A A n oy

wwwnwwnwwwnwnnnﬂﬂﬁnnwwnnxnwnanﬂ
n o

Figure 35,

333

3
2
3

-
-«
“

-

"

33

-
-

333
33

-
-

FFFF

3133333333333333
333 33333
33333
333
373
3

o m

LEEEE
EECCCLEEERE  €F £REreecce
€ ¢

EFeY-

E

FFFFST FE
FEFFFFeFFresresy

[
o000

GOBGH5R
G

00

2t

---nn.s-n.s..sa:;----.--,---.-a...‘.,..a-.s.a.ns.---...u:.no.a-..-...-

t:xs::;z:‘xs;:;xan:sls::a;tls.lx.a::n!a.l!t--::sxa.i.lxltl--l.lIalslﬂ.ﬂ'-lx-l::lsxt.s=al.-.--(:aln.::a’;(s;.tnl::

Fifth Partial View of the Coffee Mug




1

s
N
N
a
B
s
3
.
B
N
s
=z
=
s
=
2
.
@
s

ssvesaaRezes

PPIURIN

e

[

LrsamEEIEi-XTIEETRIASEE

51

Wi lneT 1353

332
SAho3.0313333 0 13333333
1337 3332
- 3333

3

32

m
nooooo
1

€
Tl - TEEEE
SETEF £8E

CRLEECEFEEEEFEEEEET

o
666856 0
GG 14 [}
s G <
] ] [
3 G b
S G o
. S c
S ] o
6 G o
G G e
G G o
[ [ °
& K o
[ B ¢
I [ c
o 86 -
G6GERG0 o
o
4]
0u0
e
o%0
20
o

:l-'sall’l-a:!.c!xs‘-u--ﬂ!H-’I!lll.l.q;axl‘:lsltll--:t.li:a"!l:x’ls;ﬁ;'

gure 36. Sixth Partial View of the Coffee Mug

;x:.-::‘ggxzsxx:;;:.,n-.-:-zgau.-.xs-....;-.-.-.--...-...x.....,.,,.,,‘,.:‘s,,,,‘.,,,_.,,,..,_,,.._,.

« s mB o ma R B p oA

5
i
a
»
N
B
5
i



TavL ISP S T WE Y 1750

BERSRAYR U FE T EAB R NBBBUB R S «.l;'!:.II’I-lil.;:ttIll-‘l'l.lIl!'...l‘l-ll..'.-l,lt-'li:i.'l'lilltﬂil.‘ll‘l.llﬂ'."g
= H s
& ¥ H 2
B H I @
B 4 123 -
) s i =
= Al L e
. ; ,.4 s
N " W .
& be L] A
= 2] H s
. » “ .
= i i =
e n ENNNNEN] W -
= » 9 N " .
= il v N 1 =
= 1 4 - L =
B n 3 J H ®
- - v J H .
= " J H ®
. s . J WH .
. -‘ R J " =
. - ‘ J .
« 4 B :
B o < 2 M
. . J 2 2 =
. J 2 2 :
. . J J 2 F4 M
N 4 Y 2 2 *
B - < 2 2 ?
f v 2 e K
: - 3 2 2 ®
- " J 2 2 :
N ' Fy Jd 2 . °
M PRNN NS 2 ¢ L °
R " 2 . LR =
& el H A
. ~ " " .
* - -~ MM 2
a3 - ™ CL - o
F H + u L
s - o s b .
N " ® HH " =
B . et " °
N N W .
< s " a
. ,4 N
. s " .
. M .
. " -
. - “ .
. . . -
B e - N
< At " «
. s e .
L il} 2 ]
. s . B
. ' “ B
kS Sadiethy red L
. e . B
N e Mo @
. -~ i z
B i s aia ] =
- M A
. .
N B
. .
. .
. .
. N
N .
2 b =
: N
N B
B .
. .
. .
. B
. .
B .
: .
. B
. .
. .
N .
. .
N .
N .
N B
: .
N N
»
. .
3 .
. N
: N
N .
. N
. B
N .
. .
N N
N B
B tiAEEeiaisaEsEAEEEAEFSIEINES SfEiAiiSSNSEFOSeEISiycsaaKa0S0ssRENEEtaS TEisat ATt ANsA0E 0NN sEeRaE s AnnesntELs

Figure 37. First Partial View of the Tape Dispenser
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CHAPTER 5
CONCLUDING REMARKS

An object is placed before the image dissector camera and an edge
array is formed. For each edge in the scene, a list of the x-vy coordinates
of the points of the edge is formed. This list is transformed into a
smoothed—expanded—compensated’}"reeman code, and straight lines are
fitted to the points of the SECFC data. After all the edges in the scene
have been described in this manner, the object in the scene is either
learned or recognized. If the object is to be learned, a name is found for
each edge of the object. A description of the object is constructed from
the names of the edges of the object and placed on the library of known
objects. If the object is to be recognized, possible names for each edge
of the partial view are found. The possible names of an edge are compared
to the names of the edges in the description of each known object. The
names, weights, and printouts of the three best matches are outputted.

From the data of Table 2 and from Figs. 20 through 55, it is evident
that the learning-recognition algorithm performs well. The performance of
the recognition algorithm was a function of how many edges were in the
scene, as would be expected. When the whole view of the object was
being recognized, the object was correctly identified and usually had the
maximum possible weight. It has not been possible to show the edge arrays
for all the partial views, but just from the edge arrays of the library views,
it is evident that the algorithm was able to use input data which was far
from perfect.

There are some interesting observations about this algorithm which
suggest some possible extensions of the algorithm. Although a rectangu-
lar window was used in this algorithm, there is nothing in the structure of

the algorithm to prevent the use of other shapes of windows. In fact, it is
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not even necessary that the window be connected; that is, there could be
two or more disjoint windows of different sizes and shapes. One possible
extension would be to have the outlines of other occluding objects form
the boundaries of the windows. The present algorithm uses some of the
contextual information available in the scene by requiring the preserva-
tion of relative lengths of edges when the partial view is matched to an
object's description. An obvious next step would be the use of node in-
formation. One possibility would be to require the preservation of edge
intersections when matching the partial view to an object's description.
For example, if two edges, say A and B, intersect in the partial view,
then require that the equivalent edges, A' and B’, intersect in the object's
description. When a partial view was matched to a known object’'s descrip-
tion, a perfect match was not required. This flexibility allowed the algo-
rithm to name the object correctly without having to recognize all the un-
known edges. The algorithm was specifically designed to deal with ob-
jects with curved surfaces., This curvature, along with uneven lighting,
introduces false edge segments, noise surfaces, and sometimes even
false edges., The algorithm can eliminate the false edge segments and
noise surfaces. But a false edge causes the algorithm to give erroneous
answers usually indicated by the best object having a very low weight.

A very desirable extension would be to develop an algorithm that works
correctly even with this erroneous edge information. One method to
accomplish this would be to use an algorithm which included some type
of node information to form an ordered list of possible objects. Then do
a type of top-down search, where one would assume the unknown object
was the first object on the ordered list. With this assumption, edges in
the partial view that were not matched would be examined again. This
time they would be compared as partial edges to edges suggested by the

node relationships in the object's description. If this process fails to
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create a high enough weight for the first object on the list, the second
object would be examined, etc., until a satisfactory weight is reached
or the list of object is exhausted. These are some of the possible ex-

tensions of the present work. It is hoped that other extensions will

occur to the reader.




APPENDIX A

This appendix describes the data structure and the algorithm of
Step A. In Step A, a list of the x~y coordinates of the chain-connected
points of the edge segments is formed. An edge segment library is
created in which information about each edge is stored. The boundary
of each surface is represented by an ordered list of the number of the
edge segments that form the boundary. The input data to Step A is in
the form of an edge array as shown in Fig. A.1. The points in this
array may have three values: 1, 0, or -1. Initially, the points are either
1 or 0. The output of Step A is a set of four lists: the x-y coordinate
list of the edge segments, the edge segment library, the edge list, and

the surface list. The data structure of these lists is shown in Fig. A.2,

Step A

(AI) The desired closed perimeter is placed in the input edge
array. The area contained within this perimeter is the portion of the
scene used to recognize the object in the scene., The perimeter consists
of chain-connected sets of points--examples of which are shown in
Fig. 1 and Fig. A.1. If any points of the scene are outside the perim-
eter, they are erased from the edge array. The x-y coordinates of all
the perimeter points are placed on a perimeter-point list. Throughout
this algorithm, the square array of points shown in Fig. A.1 is used
as the perimeter,

AIl) In this step, the boundaries of the surfaces in a scene are
examined to locate the edge segments. This procedure is done by follow-
ing the boundary of each surface and noting the occurrence of edge seg-
ments and nodes. For each surface, the boundary is followed so that the
surface beirig outlined is to the right of the edge segments as they are
traced. When a new node is encountered while following the boundary

of a surface, it is numbered and traced. The x-v coordinates of the
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EDGE SEGMENT LIBRARY

For edge segment 1—-:

For edge segment 2——

°
° L .
»

number of the first surface on the right, NFSR
number of the second surface on the right, NSSR
number of points in the edge segment, NPES
number and type of start node

number and type of end node

®

° ®

Ut s WO DN
°

x~-y COORDINATE LIST

For edge segment 1=

For edge segment 2«

@

°

number of edge segment l x-y coordinates

®
°
®

number of edge segment [ x-y coordinates

s 0 o o

EDGE LIST

Tor edge 1 e

1

For edge 2

edge number ] edge segment number

®
@
®

edge number | edge segment number

SURFACE LIST

For surface 1

i

For gurface 2-

: _

°

surface number ] edge number

°
®

surface number ] edge number

Figure A.2.

Structure of the lists formed in Step 2




A ——

77

points in the node are concatenated with the number of the node and placed
on a node list gimilar to the X-Y coordinate list. After the node has been
traced, the value of each point of the node is changed from 1 to -1 in the
input edge array. The first time an edge‘ segment is encountered, it is
numbered and traced out in the input edge array. As the edge segment is
traced, the xX-Y coordinates of the points on the edge segment are concat~
enated with the number of the edge segment and placed on the x-y coordi-
nate list, and the value of each point on the edge segment is changed from
altoa-1lin the input edge array. In the edge-segment library, five loca-
tions are set aside for each new edge segment, as shown in Fig. A.2.
After the edge segment has pbeen traced, the number of the gurface being
outlined is placed in the location, "the number of the first surface on the
right" (N FSR). The number of the start node, the number of the end node,
and the number of points in the edge segment are placed in their respec-
tive locations. During the process of following all the boundaries, each
edge segment will be encountered exactly twice. The second time @ S€9~
ment is encountered, it will be traced in the opposite direction. The sur-
face to the right of the edge segment is now the other gsurface that has the
edge segment on its boundary. Therefore, the number of the surface being
outlined is placed in " the number of the second surface on the right"
(NSSR) in the edge segment library under the number of the edge segment.
This completes the information about the edge segment in the edge seg-
ment library. As each surface is outlined, an ordered list of the edge
segments which form the boundary of the surface is created. As each
edge segment is encountered, the surface number being outlined is con=
catenated with the edge segment numbers and placed on the surface list.
The detailed steps of Step A follows.

AIL.1) SURFACE:=0; EDGE:=0; NODE:=0

ATI.2) Start from the upper left~-hand most point in the edge array

and search for the first point with a 1 value. 1f no such point is found,
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go to AIII, (Step AIl is complete). Ifa point is found, mark the point asg
a node-point.

AII.3) SURFACE:=SURFACE+1,

All.4) NODE:#+NODE+1; trace out the node: place the x-y coordi-
nates concatenated with NODE on the node list; change the value of each
node-point in the node to -1 in the edge array; go to the next edge seg-
ment on the boundary of SURFACE.

AlIL.5) If this edge segment has already been traced, find the
number of this edge segment; EDGENUM:=number of edge segments: go to
AIl.9, (i.e.,if the values of the points on the edge segment are -1).

AIl.6) EDGE:=EDGE+1; place the number of the start node in
"number of start node" of EDGE in the edge segment library; trace the
points in the segment; concatenate EDGE with the X~y coordinates of each
point and place on the x-y coordinates list: count the number of points
traced: change the value of each point to -1 in the edge array; continue
tracing until another node is encountered: place the number of points in
the edge segment in edge segment library under EDGE; place SURFACE
in "the number of the first surface on the right" in the edge segment
library; concatenate SURFACE and EDGE and place on the surface list,

AII.7) If the node has already been traced, (i.e.,if the value of
the points of the node are -1), get the number of the node by finding any
one of the x-y coordinates of the node in the node list and using the con-
catenated node number; place the node number in the "number of end
node" of EDGE in the edge segment library: and go to AIT.10.

AIl.8) Place NODE+1 in "number of end node" of EDGE; and go
to AIl.4.

AIL.9) Place SURFACE in "number of second surface on the right"
of EDGENUM in the edge segment library: concatenate SURFACE and
EDGENUM and place on the surface list; jump to the node at the other

end of the edge segment (this node will already have been named and
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points in the node are concatenated with the number of the node and placed
on a node list similar to the x-y coordinate list, After the node has been
traced, the value of each point of the node is changed from 1 to -1 in the
input edge array. The first time an edge segment is encountered, it is
numbered and traced out in the input edge array. As the edge segment is
traced, the x-y coordinates of the points on the edge segment are concat-
enated with the number of the edge segment and placed on the x-y coordi-
nate list, and the value of each point on the edge segment is changed from
altoa -1in the input edge array. In the edge-segment library, five loca-
tions are set aside for each new edge segment, as shown in Fig. A,Z.
After the edge segment has been traced, the number of the surface being
outlined is placed in the location, "the number of the first surface on the
right" (NFSR). The number of the start node, the number of the end node,
and the number of points in the edge segment are placed in their respec-
tive locations. During the process of following all the boundaries, each
edge segment will be encountered exactly twice. The second time a seg-
ment is encountered, it will be traced in the opposite direction. The sur-
face to the right of the edge segment is now the other surface that has the
edge segment on its boundary. Therefore, the number of the surface being
outlined is placed in "the number of the second surface on the right"
(NSSR) in the edge segment library under the number of the edge segment.
This completes the information about the edge segment in the edge seg-
ment library. As each surface is outlined, an ordered list of the edge
segments which form the boundary of the surface is created. As each
edge segment is encountered, the surface number being outlined is con-
catenated with the edge segment numbers and placed on the surface list.
The detailed steps of Step A follows.

AIl.1) SURFACE:=0; EDGE:=0; NODE:=0

AII.2) Start from the upper left-hand most point in the edge array

and search for the first point with a 1 value. If no such point is found,
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go to AIII, (Step AIl is complete). If a point is found, mark the point as
a node-point.

All.3) SURFACE:=SURFACE+1,

All.4) NODE:#+NODE+1: trace out the node; place the x-y coordi-
nates concatenated with NODE on the node list: change the value of each
node-point in the node to -1 in the edge array; go to the next edge seg-
ment on the boundary of SURFACE.

AIl.5) If this edge segment has already been traced, find the
number of this edge segment: EDGENUM:=number of edge segments; go to
AIl.9, (i.e.,if the values of the points on the edge segment are -1),

AIl.6) EDGE:=EDGE+1; place the number of the start node in
"number of start node" of EDGE in the edge segment library; trace the
points in the segment; concatenate EDGE with the X~y coocrdinates of each
point and place on the x-y coordinates list: count the number of points
traced; change the value of each point to -1 in the edge array; continue
tracing until another node is encountered; place the number of points in
the edge segment in edge segment library under EDGE; place SURFACE
in "the number of the first surface on the right" in the edge segment
library; concatenate SURFACE and EDGE and place on the surface list.

AIl.7) If the node has already been traced, (i.e.,if the value of
the points of the node are -1), get the number of the node by finding any
one of the x~y coordinates of the node in the node list and using the con-
catenated node number; place the node number in the "number of end
node" of EDGCE in the edge segment library: and go to AII.10.

AII.8) Place NODE+1 in "number of end node" of EDGE; and go
to AIl.4.

AII.9) Place SURFACE in "number of second surface on the right”
of EDGENUM in the edge segment library; concatenate SURFACE and
EDGENUM and place on the surface list: jump to the node at the other

end of the edge segment (this node will already have been named and
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traced); go to the next edge segment on the boundary of SURFACE. If this
edge segment has not already been traced, go to AIL.6; if it has,
EDGENUM:=number of the edge segment.

AII.10) If EDGENUM is not the same as the number of first edge
segment on the surface list for SURFACE, go to AIL.9.

AII.11) If every edge segment has a number for the "number of
the second surface on the right", go to All.2,

AII.12) Find the number of the first edge segment which does not
have a number for the "number of the second edge segment on the right";
EDGENU M :=number of edge which does not have a NSSR; proceed in the
direction opposite the direction of the original trace on the edge segment;
SURFACE:=SURFACE+1, go to AIL.9.

AIII) This step marks the edge segments and nodes that are on
the perimeter. For each point on the perimeter point list (from Step Al),
find the edge segment or node that contains the point. If it belongs to
a node, concatenate a 1 onto the number of the node everywhere it occurs
in the edge segment library. If the point belongs to a edge segment, set
the "number of points in the edge segment"® of that edge to zero in the
edge segment library.

AIV) This step creates a list of edges: each edge is represented
by a list of one or more edge segments. First we remove the edge
segments which form the boundaries of the "noise surfaces” from the
edge segment library. The total number of points on the boundary of each
surface is computed. This procedure is done for each surface by summing
the "number of points in the edge segment” of all the edge segfnents on
the surface list of the surface. If the total is less than a preset number
(we use 8), then the "number of points in the edge segment” (NPES) is
set to zero for each edge segment on the surface list, This procedure
removes the small surfaces usually caused by glare or noise in the

original scene. The surface list of each surface is examined to try to
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find edge segments with nonzero NPES in an attempt to join some of
edge segments to form longer edges. Two or more edge segments with
nonzero NPES form an edge if they have the same NFSR and NSSR and
appear sequentially in any surface list. An edge list is constructed in
which the number of each edge is concatenated with the number(s) of
the edge segment(s) that form the edge. This concept of edges can be
illustrated by Fig. A.3. The edge segments are indicated ES-, the
nodes by N-, the surfaces by S-, and the edges by E~-. The edge seg-
ments ES11, ES5, ES6, and ES9 would be placed on the edge list for
edge 1 because ES1, ES2, ES3, and ES4 have their NPES's set to zero
(on the perimeter). ES7, ES8, and ES12 have their NPES's set to zero
because they form the boundary of a surface with less than 8 points, in
this case only 5 points. The details of Step AIV follow.

AIV.1) Sum all the values of NPES for all the edge segments on
the surface list for the surface. If the sum is less than a preset number
(8), place zero in the NPES of each edge segment on the surface list for
the surface.

AIV.2) EDGE:=0; SURF:=0.

AIV.3) SURF:=SURF+1; if SURF > SURFACE go to BI, (Step A is
complete).

AIV.4) Search the surface list of the SURF for the first edge seg-
ment number that does not already appear in the edge list and has NPES
greater than zero; BEGIN:= this edge segment number; if none are found,
go to AIV.3.

AIV.5) Search the rest of the surface list for the next edge seg-
ment with NPES greater than zero, whose NFSR or NSSR is different from
the NFSR and NSSR of BEGIN, and which does not already appear on the
edge list, If such an edge segment is found, place its number in BEGIN.

AIV.6) EDGE=EDGE+1; Concatenate EDGE with BEGIN and place

in edge list: circular search the surface list of SURF for edge segments

AT S
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which have nonzero NPES and have the same NFSR and NSSR as BEGIN .
For each edge segment found, concatenate EDGE with its number and
place on the edge list. If an edge segment is found that has a nonzero
NPES, but does not match NFSR and NSSR of BEGIN, go to AIV.7. If the
circular search of the surface list of SURF returns to the edge segment
BEGIN, go to AIV.3.

AIV.7) Place the number of the edge segment in BEGIN and go to
AIV.6.




APPENDIX B

This appendix describes the data structure and the algorithm of
Step B. The input data is the set of four lists from Step A: x-y coordinate
list, edge segment library, edge list, and surface list. In this step, two
lists are formed —-the unknown-edge library and the lines list--and are
passed to Step C to be used in either learning or recognizing the object
in the scene. The structure of these lists is shown in Fig. Bl.
Step B

BI) A list of the x-y coordinates of the points on an edge is created
by using the x-y coordinates of the points on the edge segments that form
the edge and by filling in any gaps between edge segments. If there is
more than one edge segment on the edge list for an edge, the gap between
the end of one edge segment and the start of the next edge segment is ap-
proximated by a straight line. Points approximating a straight line be-
tween the ends of the edge segments are placed in the coordinate list of
the edge. If a surface has only one edge for its boundary, (i.e., the sur-
face is isolated like a hole), the x-vy coordinates of the edge are copied
again onto the end of the edge's coordinate list. The result is an edge
which represents two passes around the surface. This step is done to sim-
plify some comparisons in Step C. The following are the detailed steps of

BI.

BI,l) EDGE - has the number of edges in the scene from STEP A;
EDGENUM:=0; POINTER:=0.

BI.2) EDGENUM:=EDGENUM+1; If EDGENUM >EDGE, go to Step C.

BI.3) For edge EDGENUM, find the number of the first edge seg-
ment on edge list and place the number of the edge segment in EDGESEG;
COUNT:=0.

BI.4) Transfer the x-y coordinates of the edge segment EDGESEG
from the x-y coordinates list to the edge coordinate list of EDGENUM;
COUNT:=COUNT + number of points in EDGESEG.
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For
each
edge

UNKNOWN EDGE LIBRARY

Number of points in the edge.

Number of lines that describe the edge.

A pointer to the end of the list of the lines that
describe the edge in lines list.

Type of the first node of the edge.

Type of the second node of the edge.

Closed edge.

x-y coordinates of first point on the edge.

x-y coordinates of last point on the edge.
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LINE LIST

Number of points in the line.
Slope of the line.
Initial value of the line.

Number of points in the line.

°

°

Figure B.1l. List Structure for Step B
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BI.5) If EDGESEG is the last edge segment on the edge list of
EDGENUM, go to B5.7.

BI.6) EDGESEGL:=EDGESEG:; place the number of the next edge
segment in EDGESEG; form a set of points which approximate a straight
line between the last x-y coordinate of EDGESEGL and the first x-y
coordinate of EDGESEG, place these points on the edge coordinate list
and add the number of points to COUNT; go to B5.4.

BI.7) If for any surface on the surface list EDGENUM is the
only edge on the surface list, copy the edge coordinate list onto the
end of the edge coordinate list and double COUNT.

BII) In this step the x-y coordinates of an edge are converted
into a Freeman code [6]. The Freeman code is transformed into a smoothed-
compensated-extended-Freeman code. A Freeman code of eight directions
is used. If the Freeman code of an edge is plotted against distance asg in
Fig. B2.1, straight lines in the edge appear as straight horizontal lines
on the graph. Arcs in the edge appear as straight lines in the graph whose
slopes are proportional to the curvature of the arcs in the edge. If the
edge is quantized as in Figs B2.2, the discrete points in the graph ap-
proximate straight lines. This observation suggests a method of edge
description--fit straight lines to the points in the graph of the Freeman
code, and this is the method we use. However, the Freeman code has two
major problems which must first be corrected. Figure B3.1 illustrates the
first problem with the Freeman code. Assume we use the Freeman code
shown, then even though the x-y graph represents a continuous edge, the
graph of the code has large jumps when the code goes from 7 to 0 or from
0 to 7. These jumps can be removed by forming what we call an extended-
Freeman code, EFC, Let the Freeman code of an edge be represented by

n n ) 3 _
{fi}l and let {ei}l represent the EFC, then define el—-fl. If \el le > 4,

add/subtract multiples of 8 to/from f.2 until ]el-—fz | 4. Then set ez=fz.
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Do this for the successive values of ei. In other words, for 2 <i <n,
e= f+ 8*k such that le 178 ] <4, where k=0,£ 1, £ 2,... The EFC
graph of the edge of Fig. B3 1 is plotted in Fig. B3.2. To plot the
Freeman code, a distance of one unit between code points was assumed.
This assumption results in the second problem with the Freeman code
representation: if we let the horizontal or vertical distance between
points be one unit in the x-y domain, then the distance in the diagonal
direction between points is JZ units. One way to get an accurate Free-
man code versus distance graph is to use the same relative distances
between points as in the x-vy domain. However, the computation time of Step
BIII can be greatly reduced if we have integer distance coordinates. Although
method we use results in an error of approximately 4 percent, we do ob-
tain integer distance coordinates. We assume that the diagonal distance
is 1.5 units, and a compensated-—extended Freeman code, CEFC is formed
from the EFC. If the ECF value is even, it is repeated twice in the
CEFC: if the EFC value is odd, it is repeated three times in the CEFC.
The distance between points in the CEFC domain is defined to be one
unit. For the edge of Fig. B3.1 the CEFC graph is shown in Fig.

B4. 1. Next the CEFC is smoothed. At present a smoothing window of
nine points is used. A smoothed-compensated-extended-Freeman code
(SCEFC) is formed from the CEFC. Let 8, be the i th term of the SCEFC
and {ci }Iln be the CEFC, then define 8, = % c;_ 5+j° This results in a

i=1
graph in which the sharp steps between levels are removed. Figure B4.2

is the SCEFC of Fig. B4. 1. Now the detailed step of BII.
BII.1) Let {x Y. }1 be the sequence of x-y coordinates on the
edge coordinate list and n:= =COUNT. Let {f } be the Freeman code of

the edge coordinate list. Then define

= b > o= Ll s d
BRERG TR MY TY 7Y O f; by
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0 if Axi=1, Ayi.:O
lifaxi=1, A3{=1
2 if ;x=10, Ayi=1
3 if MK = -1, Ayi=1
f, = 4 if AX = -1, Ay.l=0
5if px = -1, ay= -1
6 if AX1=0, AY; = -1
7if ax=1, A= -1

for 1 <i «n-1.
BII.2) Let {ei} be the expanded-Freeman code. Then define ei by
el = fl;

For i:=2, Step 1 Until n Do

Again: If ‘ei—l - fi‘ < 4 Then ei:=fi Else Begin
Ife, ., -f «O0Thenf:= f -8Else f:=1f + 8;
i-1 i 1 i - 1 i

Go to Again; End

BII.3) Let {cj'} be the compensated-expanded-Freeman code. Then
define c], by
je=1
For im=1 Step 1 Until n-1 Do Begin
c.i= e j=i+ 1;

J
c.:=e.; j=itl;
R

J

cj: = e
;_f_ei is odd Then j: = j+1; End
m:=j
BII.4) Let {.‘si} be the smoothed-compensated expanded-Freeman

code. Let NFIL be the number of points to be summed for each point in

the SCEFC. Fori <-—N—%LI‘:'1 define s, by
s = NZFIL—-i c + i{l c
Fog=l S
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J

For NFIL-1 <i<m-~- NFIL-] , define s, by
2 2 i
NFIL-1
2
8, = by C, ..
Y oNFILe1 T
=7
For i > m - NFIL, define si by
m m-1
s,.= v cC, + 5 c,.

i ) j=2m-NFIL-i+ 1

BIII) A series of straight lines is fitted to the points of the
SCEFC using a mean-square error method. Each line can be represented
by three numbers: number of points on the line, slope of the line, and
initial value of the line,. The description of the edge in the form of sets
of the three number representing the lines is placed on a lines list, A
pointer to the location of the description of the edge is placed in the un-
known edge library under the number of the edge. In addition, the following
information about the line description of the edge is placed in the unknown
edge library under the number of the edge: the number of points in the
edge, the number of lines that describe the edge,and whether the edge is
closed,{i.e. the only edge in the boundary of a surface.) The structures
of these two tests are shown in Bl.

The seguence {si }rln is passed to Step BIII as the SCEFC for an
edge. The mean square error of a straight line fitted to all the data is
found. If the MSE is greater than a preset constant, the point in the
SCEFC data which has the greatest distance from the line is found. The
distance coordinate of this point is placed in END. The SCEFC data is
divided into two lists: from the start to END and from END+ 1 to the end
of the SCEFC. Straight lines are MSE fitted to the data on these lists.

If the MSE of either list is greater than the preset constant, the data for

that list is divided as above and the process repeated. This process is
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repeated until each list of SCEFC data has a MSE less than a preset
constant. The following equations are the equations for a MSE straight
line fit. Let p be the initial value and g the slope of the straight line.
Let the SCEFC be represented by the coordinate pairs (di’si) where di is
the distance. By the method by which the SCEFC list was constructed,

the distance between consecutive SCEFC data points is one unit, i.e.,

di+l = di+1' Then p and g are found by solving
% s, =p*N+ g I_% d,
=1 ° =1 '

and
N N N 2
T Sl;*di=p T di+q T di ,
i=1 i=1 j=1

where N is the number of data points.

The distance between the MSE line and any data point is given

by £,= s, -~ P-4 di' The square error, E is given by

E=

N 2 N
=1 - =1 1! i=1 * i= 1

2 N N
=5 s -py S -9zt sidi'
We now use the fact that the SCEFC data points are one unit apart to

simplify some of the computation. If we let di=1 , then

ng g = N{_N;lg

i

and

N 2 _ NMN+1)(2N+1)
g d. =
=1 °

If the data started at M and ended at N, then

N _ NM+1) -M(M-1)
7 d, =
. i 2
=M
and
No42. NN+ 1)@N+1) - MM-1)(2M=1)
i 6 ’
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Let
DI(M,N)= > d: D2M,N)= N 42,
i=M ' =M
SIMN) = § s sz = N 82,
i=M i=M !
DS(M,N) = N sd. ;
=M 1!
and

E(M,N) = I§ z’iz .
i=M

Let DN(M,N) = (N-M+ 1) * D2(M,N) - D1(M,N) * D1(M,N). Fora
straight line over the points M to N of the SCEFC data,

p= (D2(M,N)*S1(M,N) - D1(M,N)*DS(M,N))/DN (M, N)
and

qg=(N-M)* DS(M,N) - D1(M,N)* S1(M,N))/DN (M ,N).
The mean square error would be

MSE = E/(N-M+1) = (S2(M,N) - p- S1({M,N) ~ g-DS{M,N))/(N-M+ 1),
Let us define some variables used in the line fit algorithm:

COUNT is the number of data points in the SCEFC:

SLIST(-) is the SCEFC list of data points;

CONSTANT is a preset constant;

LINES(.) is the lines list; and

UNKNOWN(-, *) is the unknown-edge library.
Let us present the details of the line fitting algorithm.

BIII.1) CONST:=CONSTANT; S1(1):=0; S2(1):=0; DS(1):=0;
COUNT:=COUNT+ 1. Do the following for INDEX=2 through COUNT.

S1(INDEX): = S1(INDEX-1) + SLIST(INDEX-1);

S2(INDEX): = S2(INDEX-1) + (SLIST(INDEX-1))%;

DS(INDEX): = DS(INDEX-1) + SLIST(INDEX-1)*INDEX-1.
Define the functions S1(M,N): = SI(N) - S(M-1); S2(M,N): = S2(N) -
S2(M-1); and DS(M,N): = DS(N) - DS(M-1).
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BIIT.2) INDX:=1; STACK(INDX,1):=1; STACK(INDX, 2):=COUNT;
CONST:=CONST*1.25; INDX1:=POINTER+ 1 (POINTER defined in BI.1).

BIII.3) M:=STACK(INDX, 1); N:=STACK(INDX, 2); INDX:=INDX-1;

g: = ((N-M+ 1)*DS(M,N)—D1(M,N)*Sl(M,N))/DN (M,N);

p: = (D2(M,N)*S1(M,N)-D1(M ,N)*DS(M,N))/DN (M, N);

MSE: = (82(M,N)-p*S1(M,N)-g*DS (M ,N))/(N-M+1);
If MSE ¢ CONST, go to BIIIL.8.

BIII.4) IfN-M <12, goto BIII.8.

BIII.5) Use 2 = si—p—q di to find the point NPT where % is
maximum on (M+ 6,N-6).

BIII.6) INDX:=INDX+1; STACK(INDX,1):=NPT; STACK(INDX,2):=
N: INDX:=INDX+ 1; STACK(INDX, 1):=M; STACK(INDX,2):=NPT.
If INDX = 16, go to BIIL.2.

BIII.7) Go to BIII.3.

BIIL.8) If INDX1 = POINTER+ 35, go to BIIL.Z,

LINES(INDX1):=N-M+ 1;

LINES(INDX+1):=p;

LIN ES(INDX+2):=q;

INDX1:=INDX1+3.

BIII.9) If INDX >0, goto BIII.3.

BIII.10) UNKNOWN (EDGENUM, 1):=COUNT-1 (number of points
in the edge).

UNKNOWN (EDGENUM, 2):=(INDX1 -INDX)/3 (number of lines that
describe the edge);

PO]NTER::INDXH POINTER:

UNKNOWN (EIDGENUM,S)::POINTER (points to the end of the list
of lines on lines list);

UNKN OWN (EDGENUM, 4):= type of first node of edge (1 if it is &
perimeter node, 0 if it is a real node);

UNKN OWN (EDGENUM, 5): = type of last node of edge;



94

UNKNOWN(EDGENUM, 6): =

closed edge (1 if the edge forms the
total boundary around a surface, -1 otherwise);

UNKNOWN(EDGENUM, 7): = x-y coordinates of the first point on
the edge;

UNKNOWN(EDGENUM, 8): = x-y coordinates of last point on the
edge.

Go to BI.Z2.

To give the reader an idea of how well the series of lines describes
an edge, Fig. BSand Pig.“ B6 were plotted. The jagged lines are the lines
connecting the x-y coordinates of the points on the edges. The smooth

lines are derived from the line descriptions of the edges.




Figure B.5. The SCEFC description of the lines of a hammer
plotted in the x-y domain
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Figure B. 6.

The SCEFC description of the lines of
a cup plotted in the x-y domain




APPENDIX C

This appendix describes the data structure and the algorithm of
Step C. Step C consists of two different but similar algorithms: the
algorithm for learning a description of an object and the algorithm for
recognizing a partial view of an object. Both algorithms use the two
lists created in Step B--the unknown-edge library and the lines list.
The unknown-edge library contains a description of the edges in the
scene. The lines list contains the descriptions of the lines that were
fitted to SCEFC data. Both algorithms also use the following four lists:
the known-objects list, the object-description list, the known-edge
list, and the edge-description list. These four lists are created before
any object is learned. They are initialized with no data in them, and
they are stored in an external permanent file (magnetic tape). The learn-
ing program updates these lists; the recognition program uses the lists
but does not change them. For each known object, the known-object
list contains the name of the object and a pointer to the description of
the object in the object-description list. For each known object, the
object-description list has a description of each edge of the object.
This desdription contains the name of the edge, an alternative name for
the edge if one exists, and the length of the edge. The known-edge list
contains the names of the known edges and their descriptions. These
are the names used in the object-description list. For each known edge,
the following information is stored in the known-edge list: the length of
the edge, the number of straight lines that describe the edge, whether
the edge is closed, a pointer to the set of lines that describe the edge
in edge-description list, and a pointer to curvature information about the
edge in the edge-description list. For each edge in the known-edge list,

the edge-description list contains the length, slope, and initial value of
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each of the lines that describe the edge and measures of the curvature of
the edge. The structures of these list are shown in Fig. Cl and Fig. C2.
To restate how an edge is described, each edge is approximated in the
SCEFC domain by a series of straight lines. The slope of each line is di-
rectly proportional to the curvature of the edge at the equivalent position.
The slope of the line times the length of the line is proportional to the angle
subtended by the equivalent portion of the edge. The total positive angle
subtended, TPAS, is the sum of the products of the slope of the line times
its length for all lines with positive slopes. The total negative angle sub-
tended, TNAS, is computed similarly. The TPAS and the TNAS are calculated
and stored in the edge-description list. These are the measures of the cur-
vature of the edge discussed earlier.

Let us make some general observations about comparing an unknown
edge and a known edge. Both edges are represented in the form of a series
of lines with lengths, slopes, and initial values. Let us designate the
known edge as the reference edge. Picture the reference edge as a piece-
wise continuous series of straight lines drawn on a graph starting at 0 and
ending at, say, 40, as shown in Fig. C3.1. The length, initial value,
and slope of each line of the reference edge are found in the known-edge
list under the number of the edge. Also picture the unknown edge as a
piecewise continuous series of straight lines drawn on a rubber sheet that
can be stretched only lengthwise, as shown in Fig. C3.2. The length,
initial value, and slope of each line of the unknown edge are found in the
lines list under the number of the edge. There are three independent oper-
ations that can be performed on the two lines. The rubber sheet can be
stretched or contracted (scaled) with respect to the reference edge. The
sheet can be shifted either forward or backward with respect to the refer-
ence edge and a window can be placed over the reference edge and the

unknown edge so only a portion of each series of lines appear. We call
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Figure C.1. Structure of Known-Object List and
Object-Description List
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For

KNOWN-EDGE LIST

1. Number of points in the edge
2. Number of lines in the edge-description

3. Edge closed

each
known
edge

For
each
edge

L EDGE-DESCRIPTION LIST -

4. Pointer to end of edge description in
EDGE-DESCRIPTION LIST

5. Pointer to end of angle information in
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Total positive angle subtended

Total negative angle subtended

Figure C.2. Structure of Known-Edge List and Edge-
Description List
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C3.1. Known edge in SCEFC domain.

C3.2. Unknown edge in SCEFC domain.
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C3.3. Unknown edge and known edge with SCALE = 2.0,
SHIFT = 0.25, TRUNK1 = 0.25, and TRUNKZ = 1.0.
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C3.4. Unknown edge and known edge with SCALE = 2.0,
SHIFT = 0.0, TRUNKL = 0.0, TRUNKZ2 = 1.0, and
with the known edge forward and the unknown edge

reversed .

Comparison between a known edge and un unknown
edge.
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this truncating the edges. In this algorithm the truncating, scaling, and
shifting are performed on the unknown edge referenced to the known edge.
First let us discuss scaling. From its respective list, we know the length
of each edge. The number SCALE is defined as the length of the reference
divided by the length of the unknown edge. To make the unknown edge
equal in length to the reference edge, multiply the length of each line of
the unknown edge by SCALE and divide the slope of each line by SCALE.

For instance, if we wanted the unknown edge to be half the length of the
reference edge, use SCALE/2 in place of SCALE. Note: Ina line compari-
ison, the scaled length of the unknown edge will never be greater than the
length of the reference edge because the reference edge is a complete edge
whereas the unknown edge may be a partial edge. For the edge of Figs. 2.1
and 2.2, SCALE = 40/20 = 2. Shifting refers to the position of the start of
the unknown edge in relation to the start of the reference edge. SHIFT is
defined as the position of the start of the unknown edge minus the position
of the start of the reference edge normalized by the length of the reference
edge. For example, in Fig. B3.3 with SCALE = 2.0, the unknown edge is
shifted right one-quarter of the length of i:he known edge and SHIFT becomes
0.25. For SHIFT = -0.25, the unknown edge would have been shifted to the
left of the reference edge by the same amount. Truncation is defined with
respect to the reference edge. Define TRUNKI to be the normalized front
portion of the reference edge which is cut off, and TRUNKZ2 to be the nor-
malized portion of the reference edge past which everything is cut off. Or
0 £ TRUNK! < TRUNKZ < 1, and only examine the relative portion of the
reference edge between TRUNKI and TRUNK2. In Fig. C3.3, the slashed
area represents the parts to be cut off; in this case, TRUNKI = 0.25 and
TRUNK2 = 1.0. An edge has two directions--forward and reverse. When

the lines that describe a forward edge are fetched, they are fetched starting
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with the line at the top of the list. When the lines are fetched for a reverse
edge, the description of the edge is reversed. This procedure is done by
starting the fetch with the last line of the description. The negative of the
slope is used and a new initial value is calculated for each line fetched.
The new initial value is the final value of the line, representing the sum

of the old initial value plus the old slope times the length of the line. Let
the direction of the unknown edge be defined as forward in Figs. C3.2 and
C3.3. Then in Fig. C3.4 the direction of the unknown edge is changed to
reverse, and we use SCALE = 2.0, SHIFT = 0.0, TRUNKI = 0.0 and TRUNK2Z
= 1.0. An obvious method of comparing the description of two edges be-
comes evident from Fig. C3.3 and C3.4. Use the area between the graphs
of the two edges as the metric. There is only one problem: how to compen-
sate for the same edge being at @ifferent orientations in the x-y domain.
The two edges of Fig. C3.4 have the same shape in the x-y domain; they
are just rotated versions of each other in the x-y domain. The solution to
this problem is simple: find the average value of the known edge and sub-
tract it from the initial value of each line of the known edge's description.
Do the same for the unknown edge. This procedure removes the effect of
rotation on the edge. Thus, given two edges described by a series of
straight lines, we can scale, shift, and truncate one line with respect to
the other. We can also reverse the direction of a line and remove the ef-
fect of rotation between lines. Let us illustrate these concepts with an
example. The known: edge and the unknown edge are shown in Fig. C4.1.
In Fig. C4.2, the average value of the known edge has been subtracted
from the known edge. Also, the average value of the unknown edge has
been subtracted from the unknown edge. The unknown edge has been re-
versed and scaled with SCALE = 2.0. The measure of the difference between

the two edges would be the normalized sum of the areas between the different
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lines. With this in mind, let us discuss the learning and recognition algo-

rithms.

Step CL

CLI) The learning step consists of two main parts: learning the
names of the edges of the object and constructing a description of the ob-
ject from the edge information. The learning step receives the two lists—-
unknown-edge library and the lines list--from Step B and reads in the cur-
rent version of the known-object list, object-description list, known-edge
list, and edge-description list. It also reads in the name of the object it
is learning, placing it in the known-object list. Each edge in the unknown-
edge library is named by a method described later. The name Or names,
the length of the edge, and other data about the edge are placed on the ob-
ject—-description list under the name of the object. After all the edges have
been named and their descriptions placed on the object-description list, a
pointer to this information is placed with the name of the object in the
known-object list.

CLI.1) From Step B we get EDGE, the number of edges on the un-
known-edge library. Read in the known-object list, object-description
list, known-edge list, and edge-description list. Also, read in the pointers
KOLP, ODLP, KELP, EDLP which point to the end of each list, respectively.

CLI.2) Read in the name of object being learned, place the name
on the end of the known-object list, and move KOLP to end of list.

EDGENUM: = 0.
CLI.3) EDGENUM: = EDGENUM + 1, if EDGENUM > EDGE, go to

CLI. 6.
CLI.4) Call the subroutine Compare-learn (CLID).
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CLII.5) On the object-description list, place the following:
best edge name, next best edge name if there is one, number of points
in the edge EDGENUM, x-y coordinate of the start of the edge, x-y co-
ordinate of the end of the edge. Move ODLP to end of object-description
list, place the value of ODLP at the end of known-object list, and move
KOLP to the end of the list. Go to CLI.3.

CLI.6) Write out the new lists and pointers to a permanent file:
end of the program.

CLII) Let us discuss the method used to find the names of an
edge. The description of an unknown edge is compared to the descriptions
of all the edges in the known-edge list. This method of comparison will
be discussed later. If the unknown edge is not "similar" to any edge on
the known-edge list, it is given a name, and the following data about the
edge is transferred from the unknown-edge library to the known-edge list:
number bf points in the edge, number of lines that describe the edge, and
whether the edge is closed. The set of lines that describe the edge is
transferred from the lines list to the edge-description list. The total
positive angle subtended, TPAS, and the total negative angle subtended,
TNAS of the edge are computed and stored in the edge-description list,
Pointers to the set of lines and the angle numbers are placed with the
other data about the edge in the known-edge list. The name of this new
known edge is returned as the name of the unknown edge. If the unknown
edge is "similar" to one edge in the knowmredge list, the name of that
edge is returned as the name of the unknown edge. If the unknown edge
is "similar" to two or more known edges, the name of the two "most
similar" edges are returned. Let us discuss the method of comparing
an unknown edge to the edges on known-edge list. The TPAS and TNAS

are calculated for the unknown edge. Starting with the first edge on the
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known-edge list, the following procedure is performed for each known
edge. If the unknown edge is closed and the reference edge is not closed,
or vice versa, the reference edge is rejected, and the process starts over
with the next edge. Three angle comparisons are made: known TPAS to un-
known TPAS, known TNAS to unknown TNAS, and known TPAS plus known
TNAS to unknown TPAS plus unknown TNAS. The known edge is rejected
if any of the three comparisons are not within a presét tolerance. If an
edge is rejected, the direction of the known edge is reversed, the angle
numbers are reversed, and the angle tests are tried again. If it fails
again, the process starts over with the next edge on the known-edge
list. If the known edge passes the angle tests, then a normalized-sum-
mean-differenceé, NSMD between the two edges is computed by a method
described in the introduction to Step C. If the NSMD for the two edges is
less than a preset number, the name of the known edge is placed on a list
ordered by the NSMD values. The process goes to the next edge on the
known-edge list, After all the edges have been processed, the list of
names is examined. Ifitis empty, the unknown edge is given a name and
learned, and this new name is returned, Otherwise, the name of the edge
with the lowest NSMD and the name of the edge with the second lowest
NSMD, if it exists, are returned as the name of the edge.

CLII.1) Subroutine compare-learn.

CLII.2) Calculate the total positive angle subtended and the total
negative angle subtended by the following formulas:

UPOSA: = y(slope of the line)x(length of the line for all lines

with positive slope.)

UNEGA: = y(slope of the line)x(length of the line for all lines
with negative slope.)
ANGLE: = (UPOSA - UNEGA)/4 (note: UNEGA is negative, so
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ANGLE is 1/4 the total angle subtended by the edge). If ANGLE ¢ NFIL,
ANGLE: = NFIL (NFIL is the order of the smoothing filter, for
NFIL = 9, ANGLE = 9 is equivalent to 45°). REFERENCE:=0,

CLII.3) REFERENCE:=REFERENCE+1; if REFERENCE > total number
of known edges go to CLII.15. SCALE: = number of points in the edge
REFERENCE/number of points in the unknown edge (EDGENUM). RPOSA:=
total positive angle subtended (from edge-description list for REFERENCE):
RN EGA: = total negative angle subtended.

CLII.4) If one edge is closed and the other edge is not closed,
go to CII.3.

CLII.5) TRUNK1:=0.0; TRUNKZ2:=1.0; SHT:=0.0; SC:=1.0;
LOOP1:=1; FORWRDU:=1; FORWRDR:=1 (FORWRDU and FORWRDR indicate
the direction of the unknown edge and the known edge, respectively, with
1 being the forward direction and -1 being the reverse direction).

CLII.6) If the unknown edge is not closed, go to CLII.7:
TRUNK1:= .25; TRUNK2:= ,75; SHT:# ~.25; LOOP1:= 10; (this step is
skipped if the edge is not closed; if it is closed, TRUNK1, TRUNKZ2, and
SHT will cause the middle half of the known edge to be compared with
half of the unknown edge since they are scaled by SCALE to be the same
length. As will be seen, with LOOP1 = 10 ten shifts and comparisons of
the two edges will be tried. It should be noticed that the closed edge
description represents two passes around the edge, and, therefore, one
half of the description represents a complete pass around the edge,)

CLII.7) LP2:=1.

CLII.8) If |[UPOSA-RPOSA-UNEGA+RNEGA| > ANGLE or if
|UPOSA-RPOSA| > ANGLE or if |[UNEGA-RNEGA| > ANGLE, go to CLIL.13.

CLII.9) LP:=1, SHIFT:=SHT.
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CLII.10) Call subroutine normalize-sum-mean-difference (CLIII).
The difference in areas is returned in NSMD.

CLII.11) If NSMD g TRES1, go to CLIL.14. (THRES1 is a preset
constant.)

CLII.12) SHIFT:=SHIFT+.05; LP1:=LP1+1; ifLPl < LOOP1, go to
CLII.10.

CLII.13) TEMP:=RPOSA; RPOSA:=-RNEGA; RNEGA:=-TEMP;
FORWRDR:=-1; LP2:=LP2+1; if LP2 <2, go to CLIL.8.

CLIT.14) If NSMD > THRESL, go to CLII.3: otherwise place
(REFERENCE, NSMD) on a list BESTEDGE in ascending order according
to the value of NSMD; go to CLIIL.8.

CLII.15) If BESTEDGE is empty, go to CLII.16: otherwise return
to the calling program (CLI) the number with the smallest NSMD value as
the name of the edge. If there is more than one entry in BESTEDGE, return
the number with second smallest NSMD value as an alternate name of the
edge. Return to the calling program.

CLII.16) (If the algorithm comes to this step, it has failed to find
a name for the unknown edge. The following procedure learns the edge.)
Transfer the following from the unknown-edge library to the known-edge
list: the number of points in the edge, the number of lines in the edge
description, whether the edge is closed. Transfer the values for the de-
scription of the lines from the lines list to the edge-description list. Move
the EDLP to the end of the list and place the value of EDLP at the end of
the known-edge list. Place UPOSA and UNEGA at the end of the edge de-
scription list. Move the EDLP to the end of the test and place its value at
the end of the known-edge list. Move the KELP to the end of the known-

edge list. Increment the number of known edge and return this number as
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the name of the unknown edge. Return to the calling program.

CLIII.1) Subroutine normalized-sum-mean-difference. (The
values for TRUNK1, TRUNK2, SHIFT, FORWRDU, FORWRDR, and SCALE
are set in the calling program.)

CLIII.2) UEND:=SCALE* length of unknown+ SHIFT* length of
reference edge; START:=max (TRUNK1, SHIFT)* length of reference
edge; END:=min (TRUNK2* length of reference edge, UEND); NSMD:=2%*
TRES1: LENGTH:=END-START, if LENGTH g 0, return to calling program.

CLIII.3) For the unknown edge, find the average value, UAV of
the series of lines in the FORWRDU direction over the interval START to
END. Start the unknown edge at SHIFT* length of reference edge.

CLIII.4) For‘ the reference edge, find the average value, RAV of
the series of lines in the FORWRDR direction over the interval START to
END. Start the edge at 0.

CLIII.5) Find the sum of the differences of the means between
the unknown edge shifted by -UAV and the reference edge shifted by
-RAV over the interval START to END.

CLIII.6) NSMD:= sum of the differences of the mean/LENGTH;

return to calling program.

Step CR

CRI) The recognition portion of the algorithm consists of two
main steps: naming the edges of the unknown object and finding the
named edges in the description of known objects. Each edge in the un-
known-edge library has an edge type associated with it. An edge is type
1 if the node at each end of the edge is a perimeter node. An edge is
type 2 if one of the nodes is a perimeter node and the other is a real
node. An edge is type 3 if both nodes are real nodes. The weight of
an edge is the length of the edge times the type. The weight of an edge

is stored under the name of the unknown edge. The edges in the unknown-
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edge library are examined in order of their type, starting with type 3.

A list of possible names of the edge is created in Step CRII. For each
object in the known-object list, a comparison is made between the
names of the edges in the known object's description and the names

on the list of possible names. If a name of an edge in the object's
description is matched to one of the possible names for an edge of

the partial view, the status of the edge in the description of the object
is updated. When the object-description list is ready in, the status of
each edge is zero. If an edge is matched to a type 3 edge from the
partial view, the status of the edge is changed to 1. From this point
on, whenever this edge is examined and its status checked, it will be
skipped and no attempt will be made to match it to another edge from

the partial view, In other words, once an edge in an object description
has been matched to an edge in the partial view that has two real nodes,
the edge in the object description is no longer available to be matched
to other edges of the partial view. If an edge is matched to a type 2 edge,
2 is added to status of the edge, if an edge is matched to a type 1 edge,
3 ig added to the status of the edge. When the status of an edge ex-
ceeds 5, no further attempt is made to match it to any other edges of
the partial view. This procedure allows the following matches of an
edge in an object’'s description to edges from the partial view: 3 type 2
edge matches; 2 type 2 edge matches and 1 type 3 edge match; or 2 type
1 edge match. Multiple matches of type 2 and type 3 edges from the
partial view to an edge in an object’'s description are allowed for this
reason: in a partial view, an edge of an object may be broken into a
number of edges by the perimeter. After the list of possible names for
an edge of the partial view has been created, the names in the list are
compared to the names in the description of each object. If a name in

the list is the same as a name of an edge in an object's description and
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the status of the edge is compatible to the edge type, the status of the
edge is updated and the name and length of the edge are placed in a two-
dimensional array that is referenced by the combination of the unknown-
edge name and the object name. For each edge on the list of possible
names, Step CRII also returns the length of the edge. If the edge has
two real nodes, the length of the edge is just the length of the unknown
edge. If the edge extends out of the scene, Step CRII estimates the
total length of the edge including the portion not seen and returns this
as the length of the edge. At the completion of the above portion of the
algorithm, we have a vector in which the weight of each unknown edge
is stored and can be referenced by the name of the unknown edge. We
also have a two-dimensional array that is referenced by the ordered
pair (unknown-edge name, object name). Inhitially all the entries in the
two-dimensional array are zero. If the name of an edge on the list of
possible edge names for an unknown edge was in description of an ob-
ject and if the unknown edge satisfied the status condition in the de-
scription of the object, the entry in the two-dimensional array, for the
ordered pair (unknown-edge name, object name), is the name of the edge
and its length.

For each object, an average scale factor is computed. Initially
SCALFE and WEIGHT are zero. For each unknown edge, the following is
performed. The entry under the ordered pair (uni{nown—-edge name, ob~-
ject name) is checked; if it is zero, processing goes to the next unknown
edge. If it is not zero, the name of the edge is extracted. This name is
compared to the names of all the other edges in the array under the ob-
ject name. If it is found to match another name, processing goes to the
next unknown edge. This is done because if the edge matched the name
of another edge in the object's description, there are at least two edges

with the same name in both the partial view and the object’'s description.
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Therefore, we would not know which edge in the partial view to match to
which edge in the object description. If the name is unigue then a
weighted scale factor is computed. The weighted scale factor is the
product of the weight of the unknown edge times the length of the edge
in the array divided by the length of the edge in the description of the
object in the known-object list, This number is added to SCALE to form
the new SCALE. The weight of the edge is added to WEIGHT. Then the
next unknown edge is processed. After all the edges are processed the
average scale factor is SCALE divided by WEIGHT.

For each object a weight is computed. Initially the weight is
zero. For each unknown edge the following is performed. The entry
under the ordered pair (unknown-edge name, object name) is checked, if
it is zero,processing goes to the next unknown edge. Ifitis not zero,
the name of the edge is extracted. This name is compared to each name
in the object's description. If it matches a name in the object's descrip-
tion, the length of the edge in the array is divided by the length of the
edge in the object's description. This gives a edge scale factor. 1f this
edge scale factor is within a fixed percentage of the average scale fac-
tor for the object, the weight of the edge is added to the weight of the
object. Processing then goes to the next unknown edge. 1f it is not
within the fixed percentage, the search continues until all the edges in
the object's description have been examined, then processing goes to
the next unknown edge. This results in a weight for the object. A weight
for each object is computed by this method. The list of weights of the
objects is searched. The names and normalized weights of the three
objects having the largest three weights are printed out. The object's
weight is normalized by the sum of the weights of all the edges. And the

program ends.
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CRI.1) Read in the known-object list, object-description list,
known-edge list, edge-description list and the pointer KOLP, ODLP,
KELP, EDLP, which point to the end of each list, respectively.
OBJWEIGHT(.):=0; SUMWEIGHT:=0; TP:=4.

CRI.2) EDGENUM:=0;: if TP <0, 90 to CRI.12.

CRI.3) EDGENUM:i=EDGENUM+1; if EDGENUM > EDGE, go to
CRI.2. (EDGE is the number of edge in the unknown-edge library.)

CRI.4) TYPE:=3 - type of start node of the edge EDGENUM -
type of end node of EDGENUM (a perimeter node is denoted by a 1, a
real node by a 0. The type of node is found in the unknown-edge library
under the edge's number.) WEIGHT:=TYPE*length of EDGENUM:
SUMWEIGHT:=SUMWEIGHT+ WEIGHT: EDGEWEIGHT (EDGENUM):=
WEIGHT.

CRI.5) Call compare-recognize (CRII). The program returns
with the best names in BEST(+) and the corresponding length in LENGTH(-).
These may be anywhere from 0 to 6 names in BEST(-).

CRI.6) OBJ:=0.

CRI.7) REFEDGE:=0; OBJ:=OBJ+ 1; if OBJ] > the number of known
objects, go to CRI.2.

CRI.8) REFEDGE:=REFEDGE+ 1 for the known object OBJ, if
REFEDGE > number of edges in the object's description, go to CRI.7.

CRI.9) If the status of REFEDGE is 1 or greater than 6, go to
CRI. 8.

CRI.10) If either name of REFEDGE of OBJ is on BEST, go to
CRI.11, otherwise go to CRI.8.

CRI.11) Add 1 to the status of REFEDGE if TYPE=3, 2 if TYPE=2Z,
and 3 if TYPE=1. ARRAY(OBJ, EDGENUM, EDGE) .=REFEDGE=BEST(]):
ARRAY(OBJ, EDGENUM, LENGTH)=LENGTH(I); go to CRI.S8.
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CRI.12) OBJ:=0, SCALEFT:=0; WEIGHT:=0.

CRI.13) EDGENUMB:=0; OBJ:=OBJ+ 1; if OB]J > the number of
known objects, go to CRI.27.

CRI.14) EDGENUMB:=EDGENUMB+ 1; if EDGENUMB > EDGE,
go to CRI.18.

CRI.15) If ARRAY(OBJ, EDGENUM, EDGE):=0, go to CRI.14.

CRI.16) If ARRAY(OB], EDGENUM, EDGE) is the same as any
other edge in OBJ's description, go to CRI. 14.

CRI.17) SCALEFT:=EDGEWEIGHT(EDGENUM)*ARRAY(OB], EDGE-
NUM, LENGTH); length of ARRAY(OBJ, EDGENUM, EDGE) in OBJ's de~-
scription; WEIGHT:=EDGEWEIGHT (EDGENUM); go to CRI.14.

CRI.18) SCALEFT:=SCALEFT/WEIGHT; EDGENUM:=0; OBJ-
WEIGHT(OBJ) =0.

CRI.19) EDGENUM:=EDGENUM#¥ 1, if EDGENUM > EDGE, go
to CRI.12.

CRI.20) If ARRAY(OBJ, EDGENUM, EDGE):=0, go to CRI.13.

CRI.21) REFEDGE:=0.

CRI.22) REFEDGE:=REFEDGE+1, if REFEDGE > number of edges
in OBJ‘s description, go to CRI.19.

CRI.23) If ARRAY(OBJ, EDGENUM, EDGE) is not equal to the

edge corresponding to REFEDGE in OBJ's description, go to CRI.Z22.
CRI.24) EDGESCALE:=ARRAY(OBJ, EDGENUM, LEN GTH)/length
of the edge corresponding to REFEDGE in OB]J's description.
CRI.25) If |[EDGESCALE - SCALEFT| < SCALEFT/4, OBJWEIGHT
(OB])= OBJWEIGHT (OBJ)+ EDGEWEIGHT(EDGENUM) and go to CRI.19.
CRI.26) Go to CRI.Z22.
CRI.27) LOOP1:=3;
CRI.28) LOOP1:=LOOP1-1, if LOOP1 < 0 end of the program.
CRI.29) Find the value of OBJ such that OBJWEIGHT > OBJWEIGHT(-).
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Find the name that corresponds to OB]. Print out " 'mame of OBJ' WITH
WEIGHT '1000*OBJWEIGHT/SUMWEIGHT'." Print out any other desired
information like the edge array of the partial view with the edges labeled
OBJWEIGHT(OBJ):=0; go to CRI.Z28.

CRII) This step forms a list of possible names for an edge of the

®

partial view. In a partial view, a type 3 edge occurs when the whole
edge is in the scene. In this case, when comparing the edge to a known
edge, the overall length of the unknown edge and the length of the known
edge are made equal by the appropriate value of SCALE. A type 2 edge
occurs when one end of the edge is in the scene and the edge extends
out of the scene. Therefore, we do not know what the true length of the
edge should be. In this case, we start the known edge and the unknown
edge with the same length and do the edge comparison. If it fails, the
length of the unknown edge is decreased in reference to the known edge.
The end of the unknown edge with the real node is the fixed end of the
edge, causing the end of the unknown edge with the perimeter node to
lie somewhere along the known edge. Scaling and comparing are done a
number of times., If it fails every time, the direction of the known edge
is reversed and the process starts over., If the edge is type 1, then
both ends of the edge extend out of the scene, and we have only a
middle portion of an edge. In this case, both the scale and the posi-
tion of the unknown edge must be varied. The comparisons are performed
for all the combinations; if it fails, the direction of the known edge is
reversed; and the process starts over. Whenever a known edge compares
within a preset number to the unknown edge, the name of the known edge
is placed on a list ordered by the value of the NSMD, and the length of
the edge is placed in a corresponding position in an ordered list, LIST(*).
The estimate of the length of the unknown edge is the quotient

of the number of point in the reference edge divided by the value of
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SCALE which gave the best match between the unknown edge and the
reference edge. If the unknown edge is type 3, then the estimate of
the length is the length of the unknown edge. If the unknown edge is
type 2, or type 1, this procedure estimates the total length of the un-
known edge, including the portion of the edge which extends out of the
partial view. After all the edges in the known library have been ex-
amined, the best six names and their corresponding lengths starting
with the smallest NSMD value are returned to the calling program,

CRII.1) Subroutine Compare-recognize (this subroutine is similar
to compare-learn).

CRII.2) Calculate the total positive angle subtended and the
total positive angle subtended and the total negative angle subtended
for the unknown edge by the following formulas:

UPOSA:= y(slope of the line)*(length of the line for all lines with

positive slope;)

UNEGA:+ v(slope of the line)*(length of the line for all lines with

negative slope:)
AN GLE:=(UPOSA-UNEGA)/4; if ANGLE <NFIL, ANGLE:=NFIL (see CLIIL.2);
REFEDGE:=0; FORWRDU:=1; EDGETYPE:=1 + the type of start node + 2 *
the type of end node (if a node is a perimeter node, then type =1,
otherwise type = 0).

CRIL.3) If EDGETYPEX 3, go to CRII.4, otherwise TEMP:=UNEGA;
UNEGA:=-UPOSA; UPOSA:=-TEMP; FORWRDU:=-1; (If EDGETYPE=3, then
the start node is the perimeter node and the end node is a real node.
This step reverses the direction of the unknown edge so the effective
start node is a real node.)

CRII.4) REFEDGE:=REFEDGE+1; if REFEDGE > total number of
known edges return to calling program. SCALE: = number of points in

the known edge REFEDGE/number of points in the unknown edge
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EDGENUM: TRUNK1:=0.0, TRUNKZ2:=0; SHT:=0,0; SCL:=1.0; SCLE:=0.045;
SHFT:=0.05: NSMD1:=NSMD=2*THRES1. If EDGETYPE=2 or 3, go to
CRII.6. If EDGETYPE=4, go to CRIL.7.

CRII.5) LOOCPl:=1; LOOP2:=1; If one of the two edges is closed
and the other open, go to CLII.4. If the known edge is open, go to
CRII.8. Otherwise TRUNK1:=0,25; TRUNK2:=0.75; SHT:=-0.25; LOCP1:
=10; and go to CRII.8. (If the last portion of this step is executed,
then both edges are closed. The last portion of the step causes the
middle half of the known edge to be compared to half of the unknown
edge. If the comparison fails, the unknown edge is shifted by .05 of
its length and compared again, up to 10 times.)

CRII.6) LOOP1l:=1; LOOP2:=0; if the edge REFERENCE is closed,
go to CRII.4. If UPOSA-UNEGA < NFIL, return to calling program. (This
checks whether the partial edge curves by at least 45°, i.e., NFIL is
equivalent to 45°. If it does not curve by at least 45°, the edge is too
straight and will match to many reference edges; and, therefore, the
match will be useless.) Otherwise go to CRII.8. (If the reference edge
is closed, then it cannot be the unknown edge which has a real node
and, therefore, open.)

CRII.7) LOOP1:=18; LOOPZ2:=20. If the edge REFERENCE is
open, go to CRII.8., If UPOSA-UNEGA < 2*NFIL, return to calling pro-
gram. (This checks whether the partial edge curves by at least 90°, If
it does not curve by at least 90°, the edge usually cannot be success-
fully matched to a reference edge and give a reasonable estimate of the
true length of the edge.) Otherwise, SCL:=.5; SCLE:=,0225; SHT:=0.025.
(If the last part of this step is executed, then the reference edge is
closed. But the unknown edge has two perimeter nodes and therefore is
open. The last part of the step scales the reference edge properly so

that it can be compared to a portion of an open edge.)
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CRII.8) RPOSA:=total positive angle subtended by the edge
REFERENCE:RNEGA: = total negative angle subtended (from the edge de-
scription list); FORWRDR:=1; LOOP3:=2.

CRII.9) LP1l:=1; SHIFT:=SHT; LOOP3:=LOOP3-1; if LOOP3 <0,
go to CRII.19,

CRII.10) LPZ2:=1; SC:=SCL.

CRII.11) SCALE:=SC*number of points in reference edge/number
of points in unknown edge.

CRII.12) If SHIFT+SC > 1.05 and REFERENCE is open, go to
CRII.16. (SHIFT+SC > 1.05 would mean that after the unknown edge
was shifted and scaled the end of the unknown edge would extend past
the end of the reference edge. Therefore, this position is rejected.)
1f REFERENCE is closed and EDGETYPE:=1, go to CRII.14. (The next
step calculates RPOSA and RNEGA for the partial edge. If the reference
edge is closed and the unknown edge is type 1, RPOSA and RNEGA are
already calculated.)

CRII.13) START:=number of points in REFERENCE*(SHIFT+TRUNKI);
if START < 0, START:=0. END:=START+ number of points in REFERENCE¥*
SC*(TRUNK2-TRUNK1). With the reference edge starting at zero, calcu-
late the total positive angle subtended, RPOSA and the total negative
angle subtended, RNEGA over the interval START to END.

CRII.14) If |UPOSA-RPOSA-UNEGA+ RNEGA | > ANGLE or if
]UPOSA-—RPOSA[ > ANGLE or if |[UNEGA-RNEGA| > ANGLE, go to CRIIL.16.

CRII.15) Call normalized-sum-mean-difference (CLIII). The
difference is returned in NSMD. If NSMD «<NSMD1, then SCLE:=SCALE;
NSMDI1:NSMD. ;

CRII.16) SC:=SC-SCLE; LP2:=LP2+ 1; if LPZ < LOOPZ, go to

CRII.11.
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CRII.17) SHIFT:=SHIFT+ SHFT; LP1:=LP+1; if LP1 < LOOP1, go to
CRII.10.

CRII.18) TEMP=RPOSA; RPOSA:=~-RNEGA; RNEGA:=-TEMP;
FORWRDR:=-1, go to CRIL.9.

CRII.19) If NSMD1 z THRES1, go to CRII.4. (THRESI is a pre-
set constant.)

CRII.20) Place the ordered pair (REFERENCE, NSMD1) on a list
BEST(-) ordered by the value of NSMD1. The ordered pair with the
smallest value for NSMD1 is first on the list., EDGELENTH:=number of
points in the reference edge/SCLE. Place the value of EDGELENTH in
the corresponding position on the ordered list LENGTH(-) by the value
of NSMD1. Go to CRIIL.4.
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