PRP Transition:

I0MS:

IGM1:

I0H,:

TDFS:

TDF,

Input Marking:

Output Marking:

Input Marking:

Qutput Marking:

TDE type:

TDF parameters:

TDEF type:

TDF parameters:

Figure 4.6

({tokentype

{{tokentype

{{tokentype

{{tokentype
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.input placel...)

.output placel...)

.input place}...)

.output place}...)
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Definition : A PRP foken 1is & composite entity defined as

follows (Figure 4.7):

1.

2.

3.

4.

P
H
i

This corresponds to token color in colored

&y
]

Token type:

Petri nets.

Token delay counter (DC): This is a down counter that is

toaded from an appropriate transition delay function (as
defined under PRP transition) when a znable
stot, This counter is decremented by a clock until it

becomes zero.

Token delay initial {(DI): This is used to hold the initial

value loaded into the DC.

Token wait counter {WC): This counter 1is zeroed when a

token enters a place wailt set; it is incremented by a clock

until the token passes on into the place enable slot.

i
”

oken arrival in wait set time stamp (A

s

t its AWS is stamped with the sum of

144
P}
purs
]
]
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5. Token arrival in enable slot time stamp (AES): This

stamping 1is done when a token advances from the wait set

into the enable slot of a place due to the enabling of a

succeeding transition. The value stamped is the sum of the

token arrival in wait set time stamp and the

counter.

AES = AWS + WC

For reconfigurable machines tokens

token wait

represent

distinguishable switchable memories. The flow of the contents

of the switchable memories is mimiced in this model.
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A transition is in a 'guiescent' state as long as none
of its input markings are matched; (a match occurs when the
place wait sets of the input places in any of the input markings
of the IOMS contain the tokens defined for that input marking).
The instant a match occurs and the place enable siots for the
necessary input places (i.e. the places where a token will be
advanced into place enable slots) are emply, the transition
hecomes 'enabled' and tokens are moved into appropriate place
enable slots. These tokens are given AES time stamps, their ODC
and DI are loaded and all the DC begin down counting. When all
tﬁe DC (simultaneously) count down to zero, the ‘enabled'
transition 'fires'. This 'firing' removes tokens from the place
enable slots. New tokens, belonging to the output marking
corresponding to the input marking that "fired' the transition
are created. These tokens are given AWS time stamps and they
are deposited into the wait sets of appropriate output places.
After a transition 'fires' it stays in a ‘quiescent' state until

it is 'enabled' again.

The primitives defined are now exercised to expose the
working of the model. Consider the sequence of states shown in
Figure 4.8; the PRP segment shown consists of two input places,
two output places and a transition. The input output mapping
set for the transition has two members and there is a time delay
function (a constant in the example shown) associated with each

mapping.



In figure 4.8.1 token

p2 and is time stamped 9.

wait set at place pl and is

transition tl  becomes
requirement s fulfilled-
enable siots in places pl

units (as determined from the

tl). In figure 4.8.3 transi
the placement of tokens ‘r
respectively where the to

arrival times.

This model of beha

]

definition for the time del

{

at a transition and is appli

of tokens; the

for the duration of the de

¥
i

&=

of processing with

function retains

(eg.

could be specified.

where the delay function

associated with processing ars

&

to the path
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'h! enters the wait set at place

In figure 4.8.2 token 'r' enters the
time stamped 11: at tThis instant
enabled because its  input  token
the tokens immediately enter the
and p2 where they reside for 3 time

appropriate delay function for

ition tl this results in
* and ‘'b' in places p2 and p3
kens are time stamped with their
vior is similar to the E-net [Noe71]

Th
iy

I

ay function. delay is specified

ed to an appropriate input ensemble

tokens however, reside within the input places

of input tokens

he tokens were d

iz asspciated with tokens:

insensitive

-~

Tor a

wait
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P2

4.8.1:
Tl guiescent till =9

4.8.2:
- Tl enabled at t=11.

4.8.3: ~—

Tl fires at t=14 and™fs"Guiescent thereafrer

Figure 4.8: Quiescence, Enabled and Fire
PRP Transition States.
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parallel algorithms executing on reconfigurable computers. A
modelling structure is necessary to project performance behavior
on reconfigurable machines with different resource and speed
parameters and to validate the behavior observed on available

machines.

An abstract model of the time resolved behavior of
such parallel programs was developed. This model incorporates
features of queuing networks and Petri nets where multiple
resource holding and process blocking is modelled. The parallel
program is specified in an 1input Tlanguage that creates data
structures that are exercised to obtain run times and run time
components. The  input  language  supports hierarchical
composition in the same form as the Computation Specification
Language for paraliel programs on TRAC: the degree of
parallelism and interconnection geometries of configurations

corresponding to phases are represented.

5.2 DIRECTIONS FOR FURTHER WORK

The paralie] programming of reconfigurable
architectures 1is a sufficiently young endeavor such that no one
methodology has been complietely validated, nor is it ciear which
mechanisms of the architecture will be prominently used. The

underlying mechanisms and the methodologies of programming that

are based on them are areas open for further study.



Within the context of the methodology and the

mechanisms considered in this dissertation, algorithms in which

3
H

block data Tlow requirements can bDe isoclated are good prospects

for study. And as additional insight is gained into the use of
the architecture, the approach needed in the modeiling of
program execution will require modification to more precisely

reflect heavily used Teatures.

A bias in favor of the wuse of switched memories

174

permeates this entire report, A simitar study using packet

switching, beginning with a gquantification of packet flow

b

characteristics, g

28}

fertile ares. A comparative study of

packet use versus switched memory use will be useful.

The problem of executing programs in the situation
where insufficient  resourges  are present to schedule a
configuration has not been addressed This is an fimportant open

L tugied

e

L4

3.
s
]

fo )

D

ol

o

g

h, both from the viewpoint of

o

area that mu

W

machine and program reconfiguration.

ocking is seen as a form of program
structuring similar to, but less restrictive than vectorization

of codes for pipe
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Thus, almost all aspects of reconfigurable machine

design and use are fertile areas for further work.
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1.3 EXAMPLE

Fiqures A.3 show the pictorial and PRP specification

[

language description of a net fragment for the 2-3 {Figure 3.23,
3.3) switch in OEE and OER. This switch is the second step of
the elimination (reduction) stages. Sample template definitions
are given in figure A.3b and figure A.3c shows the subnet

definition.
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Simulation System
Front end:
Place_type;
Transition type;
Token_type;

Net Definition

Subnet 1

Subnet 3

Subnet k

A. COMPILE and
. EXECUTE

Data Structure |

Figure A.l: PRP Simulator Front End
Operation
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- Spatial Step Humber at Outermost Level

Temporal Step Number at Outermost Level

Spatial...Cutermost

Temporal....Second

-Temporal...Outer

o GRS SN i St S QS

Second Temporal Step
at Inner Level

Second Temporal Step at Outermost
Level

Figure A.2a: Subnet Tags
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and Vtip]

i

-1 if (p,t) belongs to I

and (t,p) does not belong to O

i

+1 if {t,p) belongs toc O

ot

and (p,t) does not belong to

=0 if (t,p) belongs to O

and (p,t) belongs to I.

Moreover, the vector g0 of a VRS corresponds to the initial

corresponds to the action of a

ol
e
£
-
pw]
LY

state and g =t => g

transition t.

The idea of a Petri net can be generalized to allow
parallel arcs between places and transitions. Keller [Kel74]

shows this generalized Petri net equivalent to VRS.

SOS AND VRS

™o
[N

3

nin between colored Petri nets and Petri

b

(]

The relation:

14

is similar to the vrelationship between S05 and VRS. A

constructive method used by Peterson [Pet80] in the case of
Petri nets is adapted to show the correspondence between S0S and
VRS.

Let the cardinality of the set M=[ml,m2,m3,....mnl be n (n



of colored Petri nets in a S0S. This SOS can be transformed
into another system that is a VRS (with normal transition rules)

as follows.

Fach vector element in the S0S is mapped into a set of vector
elements and each member of the indexing set is mapped into a
set of members of the indexing set of the new system, Hence
there is a homomorphic mapping from the new system, its state
space and transition sequences into the old net, its state space
and transition sequences, and an inverse homomorphic mapping in

the cother direction.

The new system is created by replicating the vectors in the old
system n times. Thus for each vector element gi we define a set
of elements gi.1,91.2,.... .,ai.n. We then redefine the triple
(Uj,Vi,Ri) as the pair (Uj.new,Vj.new) (with the dimensions of

the new vectors squal to d*n) such that:

each element of the new vector, Uj.new[i.c] =

-cardinality of the subset of Uj[i] of type c,

and each element of the new vector Vj.new[i.c] =
~cardinality of the subset of Vt[i] of type ¢
+cardinality of the subset of Rt[i] of type c.

Figure B.1 is the VRS equivalent of the 530S shown in figure 4.4.
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2.3 PRP AND COLORED PETRI NETS

The basic definition of the PRP model is structurally
equivalent toc the definition of colored Petri nets. Colored
Petri net tokens are uninterpreted except for tokens, which are
"typed’ (colored) in a manner analogous to the 'typing' of PRP

tokens.

Consider the following construction: In a PRP model strip away
all primitive interpretations except token type and place enable
slots to create a reduced PRP. The enable state and firing of a
transition c¢ollapses inte an atomic Tiring and the residency
time of tokens in place enable sicts is reduced to zero. A
transition firing removes at most one token from 2 place in a
reduced PRP. To each reduced PRP there corresponds a colored
Petri net which contains no multiple input arcs to any
transition from a place. Conversely, for each such colored

Petri net, there corresponds a reduced PRP.

2.4 SUMMARY

Figure B.2 shows the relationships between the models
discussed so far. Petri Nets can be transformed intc a
restricted class of Vector Replacement Systems; 'Generalized'
Petri nets  that allow parallel arcs between places and

transitions are eguivalent to Vector Replacement  Systems



[Kel74].

SOS and Colored Petri Nets are notatiocnal extensions
1o Generalized Petri Nets and VRS respectively that aid in model
compaction. PRP is a time extension to S0S5 {o¢r colored Petiri

nets}.

The essential difference between VYRS and Petri nets is
notation- VYRS uses an algebraic set of primitives as opposed to
the symbolic primitives 1in Petri nets. VRS is directly
representable on a computer while Petri nets must be simulated.

A similar distinction exists for S0% and colored Petri nets.
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Figure B.2: Model Relationships
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