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Abstract

In this paper, we examine storage schemes for parallel implementation on distributed memory
MIMD multiprocessors of algorithms for solving the algebraic eigenvalue problem. We show
that a novel storage scheme, which we call block hankel-wrapped storage, allows better utiliza-
tion of the processors than column-wrapped storage when implementing Jacobi's Method or the
nonsymmetric QR algorithm.



1 Introduction

With the advent of parallel processors, much research
has concentrated on the parallel implementation of
algorithms in numerical linear algebra. Recent pa-
pers on parallel eigenvalue algorithms include [4,10]
for symmetric, tridiagonal matrices. For full sym-
metric matrices, Jacobi methods are again of interest
[2,3,8,11,12,16]. Papers examining the implementa-
tion of QR methods for nonsymmetric matrices in-
clude [1,5,14,15].

In this paper, we examine storage schemes for im-
plementation of eigenvalue algorithms on distributed
memory multiprocessors. The column-wrapped stor-
age scheme, which is useful for parallel implemen-
tation of algorithms for solving linear systems [9],
does not seem to allow efficient parallel implemen-
tation of eigenvalue algorithms. An alternate stor-
age scheme, which we call block hankel-wrapped stor-
age, shows promise for parallel implementation of a
wide range of algorithms for solving the eigenvalue
and singular value problems [16]. In §2, the column-
wrapped and block hankel-wrapped storage schemes
are defined. Next, we examine the usefulness of these
schemes for efficient parallel implementation of Ja-
cobi’s method in §3 and the nonsymmetric QR algo-
rithm in §4. Concluding remarks are given in §5.

Throughout this note, we assume all matrices, vec-
tors, scalars, and arithmetic to be real. We fur-
ther assume that the parallel processor has p pro-
cessors, Pg,...,P,_1, and P; is adjacent to Pj if
|t — 71%p = 1, where .%. indicates the modulo op-
erator. In other words, we assume it is possible to
embed a ring within the network of processors.

2 Parallel Storage Schemes

A popular storage scheme for distributed memory
parallel computers is the column-wrapped storage
scheme. It assigns the ith column of given matrix
A to processor P(i_l)%p‘

As an alternative, we define the class of block
hankel-wrapped storage schemes. Given m, for sim-

plicity we assume the dimension of matrix 4 is n =
mhp for some integer h. Partition the matrix so that
A = (4), 1 € 4,7 < n, where 4;; € R, For
general m, the block hankel-wrapped storage scheme
(BHW,,,), assigns Ay to Pi1j_2)/m|%p- The super-
scripts in the following figure indicate the processor
to which the blocks are assigned when m = 1:
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1t should be noted that this storage scheme is an ex-
ample of a skewed storage scheme [7].
For reasons explained in the next section, we prefer

BHW., which assigns submatrices to processors as
illustrated by
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3 Jacobi’s Method
Define a plane rotation in the (¢, j)-plane by
Iy

i

In_j

Given symimetric matrix A, one can choose plane ro-
tation FPj; so that PZ']‘APg has a zero (4,7) element.
Jacobi methods for finding the eigenvalues of A suc-
cessively compute rotations to annihilate off-diagonal
elements of A. The following sequential algorithm is
known as the column-serial Jacobi method [6]:
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Figure 1: Jacobi’s method: annihilating (¢,7+ 1)

Algorithm 1
do until convergence
for i=1,...,n-1
for j=i+i,...,n
compute Fj;
update 4 = B APZ}“

One iteration of the outer loop annihilates each off-
diagonal element exactly once and is called a sweep.

To enhance data locality, Algorithm 1 can be re-
formulated as follows [11,13]:

Algorithm 2
do until convergence
for j=1i,...,n/2
for i=i,...,n~1
compute Fi;y1)
update 4 = }:)i(i'*l)Api'?i—i—l)
exchange rows and cols ¢z and i+ 1

Notice that only elements of the first super-diagonal
are annihilated and as a result only adjacent rows
and columns are involved in the application of a plane
rotation.

If A is distributed using column-wrapped storage,
the application of Py from the left results in the

work being distributed among the processors. How-
ever, applying P@% +1) from the right requires columms
i and ¢+ 1 to be brought together, e.g. on the pro-
cessor that holds column . Next, the computation
is performed by one processor, while the other pro-
cessors are idle and hence the work is not balanced
among the processors. Moreover, the time complex-
ities of communication and computation are of the
same order. The former problem can be overcorme by
anuihilating many super-diagonal elements simulta-
necusly [11]. In this case, communication overhead
still stands in the way of efficient utilization of the
Processors.

Assume the upper triangular part of A is instead
distributed using the BHW; storage scheme, as illus-
trated in Figure 1 for p = 3 and 2 = 3. This figure
also indicates the computation required to annihilate
a typical super-diagonal element (7,7 + 1). Here, Xs
are nonzero elements; Cs indicate the elements from
which Pj;41y is computed; and Ls and Rs indicate el-
ements affected by applying Pi(ip1) from the left and
right, respectively. Once the appropriate processor
has computed the rotation and distributed it to all
processors, the computation required to update the
matrix is distributed among the processors. VWhen-
ever a boundary is encountered, a limited amount of
additional communication is required.

We chose BHW, over BHW, since on distributed
memory multiprocessors it is important to store data
that is involved in a given computation on neighbor-
ing processors. The Jacobi method computes plane
rotations from submatrices

( Qg Ai(i+1) )
A1y QGi41)(i4+1)

Notice that m = 1 assigns these elements to Pg, Py,
and P2 when i%h = 0. If m = 2, elements involved
in the computation or application of a rotation are
always on neighboring processors.

The storage scheme allows further parallelism, de-
tails of which can be found in [16].
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Figure 2: The Implicit QR Algorithm: annihilating
(i+2,%)

4 The QR Algorithm

The QR decomposition of an n X n matrix 4 is given
by A = QR, where J is unitary and R is upper tri-
angular. A typical sequential QR algorithm can be
described by

Algorithm 3
A(O) — QT_AQ
for k=0,1,...
AR g T — QIR
AG+Y . RO 4 5 T,

where {s;} is called the shifting sequence, chosen to
speed up convergence. The first statement of the al-
gorithm reduces A to upper Hessenberg form, that
is A(®) has zeroes below the first subdiagonal. For a
detailed description of QR algorithms, see [6].

Fach iteration of the loop indexed by &k can be im-
plemented by successively computing plane rotations
in the ({ + 1,1)-plane that annihilate the (i + 1,¢)
element of the matrix, as follows:

Algorithm 4
AR = AR g T
for i=1,...,n—1
compute PEiJrl)i so that
Py k) has zero (i+1,1) entry
update A = P(Hl)i‘é(k)
for i=1,...,n-1
update A% = A(k)Pgﬂ)i
AGFY) = 4B) 45 T

The shift is subtracted explicitly from A%*) and added
back to AW+ Notice that if A®) is upper Hesssen-
berg, so is AF+1),

An implicitly shifted alternative computes A*+1)
from A®) as follows:

Algorithm 5
compute P so that
Pgl(ﬁ(k) —syl) has zero (2,1) entry
AE) — pmA(k)pf};
for i=1,...,n~2
compute Fyiio)it11) S0 that
P(i+2)(i+l)44(‘ ) has zero (i+2,1) entry
update AW = Pyyoyin AP P )00
AGHLD) 4B

Column-wrapped storage again leads to difficulties
in balancing the work during the application of the
rotation from the right, as well as excessive commu-
nication overhead [5].

If A®) is stored using BHW, the computation re-
quired for a given 4 of the inner loop is illustrated by
Figure 2 for p = 3 and h = 3. In this figure, D is
the element to be annihilated; the rotation is com-
puted from C and D; Ls and Rs are elements affected
by applying the rotation from the left and right, re-
spectively; and Bs are elements which are affected
by applying the rotation from both sides. Once the
appropriate processor has computed and distributed
the rotation, all processors are involved in updating
the matrix. In general, each processor must apply the
rotation to 2k pairs of elements, except for the pro-
cessor that computes the rotation, which performs
slightly more work. Some additional communication
is necessary when a boundary is encountered.



The explicitly and double shifted QR algorithms
can be implemented in a similar fashion. Commu-
nication overhead can be reduced by pipelining the
computation and application of rotations. These is-
sues, as well as how to reduce the original matrix
to upper Hessenberg form and how to add deflation
schemes, will be discussed in detail in a future report.

5 Conclusion

In the previous sections, we have shown that block
hankel-wrapped storage is more appropriate than
column-wrapped storage for parallel implementation
of the Jacobi method and the nonsymmetric QR al-
gorithm on distributed memory parallel computers.
Note that the Jacobi method for symmetric matri-
ces presented in §3 can be easily changed to a Ja-
cobi method for finding the Singular Value Decom-
position of an upper triangular matrix. We are cur-
rently studying the use of hankel-wrapped storage for
other algorithms for finding eigenvalue and singular
values, and are pursuing the possibility of developing
a portable EISPACK-like package of parallel routines
that utilize the storage scheme.

The usefulness of hankel-wrapped storage may not
end with eigenvalue algorithms. For example, dur-
ing Gaussian elimination, storage by elements of rows
and columns are distributed among processors, al-
lowing the computation as well as the application of
multipliers to occur in parallel.
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