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channels. At rates of several Mbps, MPEG video is suitable for a large number of multi-media applications including video mail, video conferencing, electronic publishing, distancelearning, and games.1At this time, there are few alternative industry-wide standards. JPEG, another ISOstandard and a precursor of MPEG, was designed for the compression of still images; itdoes not take into consideration the extensive frame to frame redundancy present in allvideo sequences. For teleconferencing and videotelephone applications, the CCITT H.261standard speci�es compression techniques at rates of p� 64 kilobits/second, where p rangesfrom 1 to about 30. Compared to H.261, the MPEG standard was designed for a higherrange of rates and a much better visual quality. However, MPEG video is not intended to bebroadcast television quality; other standards are being developed to address the compressionof television broadcast signals at 10{45 Mbps.2Full-motion video is a set of pictures displayed sequentially. In uncompressed form, eachpicture is a two dimensional array of pixels, each of which is represented by three values(24 bits) specifying both luminance and color information.3From such uncompressed video data, an MPEG encoder produces a coded bit streamrepresenting a sequence of encoded pictures (as well as some control information for thedecoder). There are three types of encoded pictures: I (intracoded), P (predicted), and B(bidirectional). The sequence of encoded pictures is speci�ed by two parameters: M , thedistance between I or P pictures, and N , the distance between I pictures. Thus, if M is 3and N is 9, then the sequence of encoded pictures isI B B P B B P B B I B B P B B : : :where the pattern IBBPBBPBB repeats inde�nitely. IfM is 1 and N is 5, then the sequenceis I P P P P I P P P P I P P P : : :where the pattern IPPPP repeats inde�nitely.An interframe coding technique called motion compensation is used such that \pieces"of a P picture are obtained from the preceding I or P picture in the sequence, and pieces ofa B picture are obtained from the preceding I or P picture and the subsequent I or P picturein the sequence. An I picture is intracoded; that is, it is encoded, and decoded, withoutusing information from another picture. In general, an I picture is much larger than a Ppicture (in number of bits), which is much larger than a B picture. Typically, the size ofan I picture is larger than the size of a B picture by an order of magnitude.An MPEG encoder that compresses a video signal at a constant picture rate (e.g., 30pictures/s) outputs a coded bit stream with a highly variable instantaneous bit rate. Sucha coded bit stream is called variable bit rate (VBR) video. Packet-switching networks|such as ATM networks where transmission capacity is allocated on demand by statistical1The target rate is 1.5 Mbps for a relatively low spatial resolution, e.g., 350 � 250 pixels.2The quality of MPEG video has been compared to that of VHS recording [1].3We use the term picture as in [3]. In this paper and the literature, the terms frame, image, and pictureare often used interchangeably. 2



multiplexing|can in principle carry VBR video tra�c without a signi�cant loss in band-width utilization. However, it is obvious, and has been demonstrated [9, 10], that thestatistical multiplexing gain of �nite-bu�er packet switches can improve substantially byreducing the variance of input tra�c rates.4 This is one of the objectives of the losslesssmoothing algorithm to be presented in this paper.Changes in the output rate of an MPEG encoder should be viewed on three di�erenttime scales: (1) from the encoding of one block to the next within a picture, (2) from onepicture to the next within the video sequence being encoded, and (3) from one scene to thenext within the video sequence. We will ignore rate uctuations during the encoding of apicture, since these uctuations can be smoothed out with a small amount of bu�ering atthe encoder.The rate uctuations from one picture to the next are the most troublesome. Consideran I picture, which is 200,000 bits long, followed by a B picture, which is 20,000 bitslong. (These are realistic numbers from some of the video sequences we have encoded at aspatial resolution of 640�480 pixels; see Section 5.) Suppose the video application speci�esa picture rate of 30 pictures/second. Transmitting the I picture in 1/30 second over anetwork would require a transmission capacity of 6 Mbps to be allocated. Then during thenext 1/30 second, the transmission capacity required for the B picture drops precipitouslyto 0.6 Mbps. These very large uctuations are a consequence of the use of interframe codingtechniques in MPEG.The encoder output rate also changes, on the average, as the scene in the video sequencebeing encoded changes. Pictures of more complex scenes require more bits to encode.Pictures also require more bits to encode when there is a lot of motion in a scene (P and Bpictures in particular). The average rate may change abruptly or gradually when the scenein the video changes. We observed that the (smoothed) output rates from one scene to thenext di�er by about a factor of 3 in the worst case, and thus are not as troublesome as rateuctuations between I and B pictures.The output rate of an MPEG encoder depends upon the spatial resolution of pictures(number of pixels) and the temporal resolution (picture rate), which are parameters typicallyspeci�ed by a multimedia application. The picture rate, as well as some other MPEGencoder parameters, can be adaptively controlled to modify the encoder output rate (seeSection 3). Some researchers have described adaptive techniques for controlling the outputrate of VBR encoders [2, 4, 8]. Since these VBR encoders are considered input sources ofpacket-switching networks, the techniques are sometimes referred to as source rate control orcongestion control techniques. Most of these techniques are lossy. Having carefully studiedthe characteristics and requirements of MPEG video, we believe that such lossy techniquesshould be used only as a last resort for MPEG video; we will elaborate on this point inSection 3.In this paper, we present an algorithm for smoothing rate uctuations from picture topicture in a video sequence. The algorithm is intended to be part of a transport protocolwe are designing for MPEG video. The algorithm can be used for VBR compressed videoin general. Its performance, however, is improved by a lookahead strategy that makes useof the repeating pattern of I, P, and B pictures in an MPEG video sequence. The objective4For a speci�ed bound on loss probability. 3



of the algorithm is to transmit each picture in the same pattern at approximately the samerate, while ensuring that the bu�ering delay introduced by the algorithm is bounded byD for every picture; the delay bound D is a parameter which is to be speci�ed by themultimedia application. The algorithm is lossless because smoothing is accomplished bybu�ering, not by discarding some information. We believe that an algorithm such as oursshould always be used in transmitting MPEG video over a network, while lossy techniquesfor rate control should be used only as a last resort to alleviate congestion.Solution to the problem of lossless smoothing is relatively straightforward if picturesizes are known a priori for all pictures in the video sequence. Our main contributions to bepresented in this paper are: (1) the design of an algorithm with no knowledge of the sizesof pictures that have not yet been encoded, and (2) an experimental demonstration, usinga set of MPEG video sequences, that our algorithm is e�ective|namely, the delay boundis satis�ed for individual pictures and uctuations in the encoder output rate are reducedto minimum levels (i.e., to those uctuations caused by motion and scene changes in thevideo sequence).The balance of this paper is organized as follows. In Section 2, we provide an introduc-tion to MPEG video|in particular, the structure of an MPEG video bit stream, and thee�ects of errors|from the perspective of designers of transport and network protocols. InSection 3, we describe techniques for adaptively controlling the output rate of an MPEGencoder, and explain why lossless smoothing should be used, and lossy techniques only asa last resort. In Section 4, the theoretical basis for algorithm design is stated in a theoremand a corollary. The algorithm is then designed and speci�ed. In Section 5, we �rst describethe MPEG video sequences used in our experiments. Experimental results are shown toillustrate the performance and demonstrate the e�ectiveness of our algorithm. Section 6has some concluding remarks.2 MPEG VideoWe describe in this section the structure of an MPEG video bit stream from the perspectiveof designers of transport and network protocols. Speci�cally, we discuss our observationsof the e�ects of errors (from manually changing some bits in the coded bit stream). SeeLe Gall [3] and the ISO standard [6] for a more complete description.Full-motion video can be represented as a set of pictures that are displayed sequentially.Each picture is represented as a two dimensional array of pixels, each of which is speci�edby a set of three values giving the red, green, and blue levels of the pixel. This is calledthe RGB representation. In MPEG encoding, each RGB triplet is �rst transformed intoa YCrCb triplet, where the Y value indicates luminance level and the Cr and Cb valuesrepresent chrominance (color information).As an illustration, a picture with a spatial resolution of 640� 480 pixels and 24 bits perpixel requires about 921 kilobytes to represent when uncompressed. For a video sequence tobe displayed at a picture rate of 30 pictures/s, the transmission capacity required is about221 Mbps.For compression, MPEG uses intraframe techniques that exploit the spatial redundancywithin a picture, as well as interframe techniques that exploit the temporal redundancypresent in a video sequence. These are briey described below.4



2.1 Coded bit stream structureThe structure of an MPEG video bit stream can be speci�ed as follows in BNF notation:<sequence> ::= <sequence header> <group of pictures>f <sequence header> <group of pictures> g<sequence end code><group of pictures> ::= <group header> <picture> f <picture> g<picture> ::= <picture header> <slice> f <slice> g<slice> ::= <slice header> <macroblock> f <macroblock> gwhere the curly brackets f g delimit an expression that is repeated zero or more times.The sequence header contains control information (e.g., spatial resolution, picture rate)needed to decode the MPEG video bit stream. Repeating the sequence header at thebeginning of every group of pictures makes it possible to begin decoding at intermediatepoints in the video sequence (facilitating random access). However, only the very �rstsequence header is required; the others are optional.Pictures in an MPEG video sequence are organized into groups to facilitate randomaccess; speci�cally, a time code speci�ed in hours, minutes, and seconds is included in eachgroup header. The header of a picture contains control information about the picture (e.g.,picture type, temporal reference), and the header of a slice contains control informationabout the slice (e.g., position in picture, quantizer scale). Each header (of a sequence,group, picture, or slice) begins with a 32-bit start code that is unique in the coded bitstream|the start codes are made unique by zero bit and zero byte stu�ng.Each macroblock in a slice represents an area of 16�16 pixels in a picture. For example,consider a picture of 640� 480 pixels. There are 40� 30 macroblocks in the picture. Themacroblocks are placed in the coded bit stream sequentially in raster-scan order (left toright, top to bottom). It is natural to specify each row of macroblocks in the picture tobe a slice. The picture, for the above example, would then be represented by a sequenceof 30 slices, one for each row. However, the MPEG standard does not require that a slicecontain exactly a row of macroblocks. By de�nition, a slice contains a series of one or moremacroblocks; the minimum is one macroblock, and the maximum can be all the macroblocksin the picture. Also slices in the same picture can have di�erent numbers of macroblocks.Each macroblock begins with a header containing information on the macroblock ad-dress, macroblock type, and an optional quantizer scale.5 However, the beginning of amacroblock is not marked by a unique start code, and thus cannot be identi�ed in a codedbit stream. Macroblocks are the basic units for applying interframe coding techniques toreduce temporal redundancy. In an I picture, every macroblock is intracoded. In a P orB picture, a macroblock may be intracoded, or predicted using various interframe motioncompensation techniques.Before describing motion compensation, we �rst consider intracoded macroblocks andbriey describe the techniques for reducing spatial redundancy. To encode the luminance5If speci�ed, this would override the quantizer scale in the slice header.5



levels of the 16 � 16 pixels in a macroblock, the pixels are subdivided into four blocks of8 � 8 pixels each. MPEG makes use of the fact that the human eye is less sensitive tochrominance than luminance. Therefore, the Cr and Cb planes are subsampled, i.e., foreach macroblock, only 8 � 8 Cr (Cb) values are sampled, resulting in only one Cr blockand one Cb block. Thus following the header of each intracoded macroblock, there are sixblocks, each of which is coded as follows.Applying the discrete cosine transform (DCT) to the 64 values of a block produces64 coe�cients that have a frequency domain interpretation. These coe�cients are quan-tized, with low-frequency coe�cients (of basis functions representing large spatial extent)quantized more �nely than high-frequency coe�cients (of basis functions representing smalldetail). Signi�cant compression is obtained when many coe�cients (typically the higher fre-quency ones) become zero after quantization. The above technique makes use of two facts:(1) the human eye is relatively insensitive to high-frequency information, and (2) high-frequency coe�cients are generally small.Following quantization, the coe�cients are then run length coded to remove zeros, andthen entropy coded (actually a combination of variable-length and �xed length codes areused). Although both run length and entropy coding are lossless techniques, the quantiza-tion technique is lossy (some image information is discarded).6A macroblock in a P picture is predicted from the reference picture (i.e., the precedingI or P picture in the video sequence) as follows. Various algorithms may be used to searchthe reference picture for a 16 by 16 pixel area that closely matches this macroblock. (Thealgorithm is implementation dependent and not speci�ed by the MPEG standard.) If pre-diction is used, two pieces of information are encoded: (1) a motion vector specifying thex and y translation to the matching area in the reference picture, and (2) an error term,specifying di�erences between the macroblock and the matching area. The motion vector isentropy coded, while both DCT and entropy coding are applied to the error term. Clearly,prediction is not used if it would take as many bits to code these two pieces of informationas the macroblock's pixels; in this case, the macroblock can be intracoded as describedabove.Each B picture has two reference pictures, one in the past and one in the future. Amacroblock in a B picture may be obtained from a matching area in the past referencepicture (forward prediction), a matching area in the future reference picture (backwardprediction), or an average of two matching areas, one in each of the two reference pictures(interpolation). For such predicted and interpolated macroblocks, motion vectors and errorterms are encoded. But if necessary, a macroblock within a B picture can be intracoded.Since a B picture depends on a reference picture in the future, it cannot be encoded untilthe subsequent P picture in the video sequence has been captured and digitized. To do so,an encoder must introduce a delay equal to the time to capture and digitize M pictures (lessthan or equal to M� , where 1=� is the picture rate of the encoder). Similarly, a decodercannot decode a B picture until its reference picture in the future has been received. Thus,the order in which pictures are transmitted should be di�erent from the order in whicha video sequence is displayed. Speci�cally, the reference picture following a group of B6The techniques are essentially the same as those of JPEG. Unlike MPEG, only intracoded pictures arespeci�ed by JPEG. 6



pictures in a video sequence should be transmitted ahead of the group. For example, if thevideo sequence isI B B P B B P B B I B B P : : :Then the transmission sequence isI P B B P B B I B B P B B : : : .2.2 Errors and their e�ectsIn designing a transport protocol for data, any error in the data is considered unacceptable.Thus a packet of data with any detected error (e.g., a bit error with unknown location)would be discarded and not be delivered to its intended recipient. This approach is followedbecause the transport protocol does not know what kind of information is encoded in thepacket.In designing a transport protocol for digital video, we can be more tolerant of errorsin the coded bit stream because the information is pictorial and the e�ects of errors areobservable by the recipient of the video, namely, some degradation in the visual quality of avideo sequence. However, some errors, if not detected, would cause the decoder to \crash."This is more serious.We experimented with changing, manually, various bytes in the coded bit stream ofa video sequence and observing the resulting e�ects. We found that certain �elds in thesequence header are crucial to decoding the entire video sequence; changing them resultedin a blank screen. Similarly, certain �elds in a picture header are crucial to the picture'sdecoding. In some cases, the decoder crashed. (Also, we found that group headers were notessential to displaying the video sequence; they are included to facilitate random access.)Changing some bits inside a slice resulted in a visible \corruption" of the rest of theslice; in most cases, the rest of the slice is blanked out. (This is probably due to the useof variable length codes, such that changing even one bit would cause the rest of the bitstream to be misinterpreted.) The use of interframe coding showed up vividly when bitsof an I or P picture were changed. Speci�cally, changing bits inside a slice of an I pictureresulted in a visible corruption of macroblocks in the immediately preceding B pictures andfollowing B and P pictures. Similarly, changing bits inside a slice of a P picture resulted invisible corruption of macroblocks in B pictures immediately preceding and following the Ppicture. Lastly, the decoder also crashed when certain bits inside a slice were changed.From these observations, it is clear that error detection of packets (or ATM cells) thatcarry MPEG video is essential. With error detection, decoder crashes can be avoided andthe e�ects of bit errors are limited to visual quality degradation. (We will not discuss errorcontrol, a topic beyond the scope of this paper.)In the coded bit stream of MPEG video, each slice begins with a unique start code.Thus, whenever errors are detected, the decoder can skip ahead to the next slice startcode|or picture start code|and resume decoding from there. (One or more slices wouldbe missing from the picture being decoded.) Note that macroblocks inside a slice are ofvariable length, and not marked by unique start codes. Therefore, a slice is said to be aresynchronization unit [3]; it is the smallest unit available to the decoder for error recovery.7



3 Rate ControlIn the networking literature, studies on peak rate control of VBR video are concerned withalleviating network congestion. In Section 3.1, we �rst review techniques that can be usedfor rate control, all of which are lossy. The smoothing problem of interest in this paper hasa di�erent objective, and is unique to VBR video encoded using interframe techniques, suchas MPEG video, which has di�erent types of pictures with a wide range of sizes. It has beendemonstrated [9, 10] that the statistical multiplexing gain of a �nite-bu�er packet switch(such as an ATM switch) can be increased by reducing the variance of its input tra�c.7 Toreduce picture-to-picture rate uctuations that are a consequence of interframe coding, it iseasy to see that lossless smoothing is a more appropriate solution than the lossy techniques.The problem of smoothing is introduced in Section 3.2. Design and speci�cation of oursmoothing algorithm are presented in Section 4.3.1 Lossy techniquesAn MPEG encoder can control its output bit rate by setting the quantizer scale in the sliceheader, and also setting the optional quantizer scale in the header of each macroblock withina slice. A coarser setting would result in a lower bit rate at the expense of poorer visualquality. Additionally, the encoder can also lower its output rate by discarding some of thehigh-frequency DCT coe�cients (under the assumption that the human eye is relativelyinsensitive to such high-frequency information).These rate control techniques are described in the MPEG standard as methods forensuring that the input bu�er of the \model decoder" neither overows nor underows. Astechniques to reduce the output rate of an encoder, both are lossy in that some informationis discarded, and may result in visible artifacts in the decoded video. Each technique hasbeen suggested as the basis of congestion control schemes for packet networks that carryVBR video tra�c. Speci�cally, the encoder would control its output rate in response tofeedback information from an entry point to a packet network or a point of congestion inthe packet network [2, 4, 8].These lossy techniques for rate control are inappropriate for reducing uctuations in thebit rate for transmitting I, B, and P pictures in MPEG video for the following reason. Ipictures in MPEG video are about an order of magnitude larger than B pictures (see Figure3 cited in Section 5). We experimented with changing the quantizer scale of an I picturefrom 4 to 30. The size of the picture is reduced from 282,976 bits to 75,960 bits. But thepicture at the coarser quantizer scale (30) is grainy, fuzzy, and has visible blocking e�ects.Our observations are in agreement with the following statement from [3]:\Intracoded blocks contain energy in all frequencies and are very likely to pro-duce `blocking e�ects' if too coarsely quantized; on the other hand, predictionerror-type blocks contain predominantly high frequencies and can be subject tomuch coarser quantization."According to the above statement, I pictures should be quantized less coarsely than Pand B pictures, not the other way around. Furthermore, reducing the size of an I picture7For a speci�ed bound on loss probability. 8



by lossy techniques a�ects the visual quality of not just the I picture itself, but up to asmany as N +M � 1 pictures.Another lossy technique that has been suggested for network congestion control is toreduce the picture rate by dropping some B pictures from the video sequence being transmit-ted [2]. Although dropping B pictures would reduce the average rate of the video sequence,it does not address the problem of picture-to-picture rate uctuations of interest here.In summary, both spatial and temporal redundancy have been greatly reduced in thecoded bit stream of MPEG video. Any lossy technique to reduce the peak rate of the bitstream would degrade the visual quality of I pictures, the largest pictures by far in thevideo sequence. They are also the most important, since pieces of B and P pictures areobtained from the I pictures; degrading the visual quality of I pictures would degrade thevisual quality of all pictures in the video sequence.3.2 Lossless smoothingConsider an MPEG video sequence with picture sizes, S1; S2; S3; : : : . The size sequence haslarge uctuations because I pictures are much larger than B pictures. (See Figure 3 cited inSection 5.) However, in the video sequence (also the size sequence), there is a �xed patternof N pictures which repeats inde�nitely.The objective of smoothing is to eliminate rate uctuations that are a consequence ofinterframe coding in MPEG. One way to accomplish this is to use some bu�ering (at thesending side of a transport protocol) to bu�er pictures so that each picture within the samepattern can be transmitted at the same rate. To illustrate, consider a video sequence withM = 3 and N = 9. The repeating pattern isI B B P B B P B B .Let Si; Si+1; : : : ; Si+8 be the picture sizes of a particular pattern in the sequence. Let �denote the picture period (that is, the picture rate is 1=�). Thus the objective of smoothingis to send each picture in this pattern at the following rateSi + Si+1 + : : :+ Si+89�That is, the large I picture is transmitted at a smaller rate while the small B pictures aretransmitted at a higher rate. Note that this averaging of rates is carried out on a patternby pattern basis to smooth out picture-to-picture rate uctuations. However, the rate ofthe coded bit stream still uctuates from pattern to pattern. Such uctuations, however,are inherent characteristics of the video sequence (scene complexity and amount of motion),which cannot be reduced without sacri�cing visual quality.We will refer to the above method as ideal smoothing. The ideal method has twosigni�cant disadvantages. First, if the video sequence is generated by a live capture (usinga camera), the size of each picture is not known until it has been captured, digitized, andencoded. With the ideal method, the pictures in the same pattern would have to be bu�ereduntil all have been encoded|and the rate calculated for the pattern|before the �rst picturein the pattern can be transmitted. In this case, the bu�ering delay would be very large, and9
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Host Figure 1: System model for rate smoothing.unacceptable for live video. Second, the ideal method described above does not ensure thatthe bu�ering delay of each picture is less than D, an upper bound which can be speci�ed.In the next section, we design an algorithm for smoothing MPEG video with the objec-tive that the delay incurred by each picture in the video sequence is less thanD, a parameterthat can be speci�ed.4 Smoothing Algorithm for Compressed Video8Consider a video sequence that is to be displayed at the rate of 1=� pictures per second. �is called the picture period. We assume that the encoding (decoding) time of any picturein the video sequence is less than or equal to � seconds. We use Si to denote the size ofpicture i, i = 1; 2; 3; : : : ; which is the number of bits representing picture i in the coded bitstream.Both the system model and the algorithm described in this section can be used forVBR compressed video in general. The presence of a repeating pattern in an MPEG videosequence is used to estimate the sizes of pictures that have not been encoded; it is, however,not needed in the system model, nor in the algorithm.4.1 System modelThe model for rate smoothing is a FIFO queue (with some modi�cations). Input to thequeue is from the output of an encoder (see Figure 1). At time t, let �(t) denote the outputrate of the encoder (same as input rate of the queue) in bits/s. We do not know �(t) as atime function. It su�ces to assume that the Si bits encoding picture i arrive to the queueduring the time interval from (i� 1)� to i� .The server of the queue represents a channel (physical or logical) which sends the bitsof picture i to a network at the rate of ri bits/s. This rate is calculated for picture i byan algorithm (which is to be designed and speci�ed) whenever the server can begin sendingpicture i.The algorithm has three parameters that can be speci�ed:K required number of complete pictures bu�ered in queue before the server canbegin sending the next picture (0 � K � N); speci�cally, the server can begin8This section is taken from [5]. 10



sending picture i only if pictures i through i+K � 1 have arrived (each has beencompletely encoded)D maximum delay speci�ed for every picture in video sequence (seconds)H lookahead interval, in number of pictures, used by algorithmNote that with K speci�ed to be N , the algorithm has knowledge of all picture sizesneeded for ideal smoothing.9The delay of a picture is de�ned to be the time of arrival of its �rst bit to the queueto the time of departure of its last bit from the queue. (The delay, so de�ned, includes thepicture's encoding delay, queueing delay, and sending delay.) Note that the delay bound Dmust be speci�ed such that D � (K + 1)� (1)in order for the bound to be satis�able.The case of K = 0 means that the server can begin sending the bits of picture i bu�eredin the queue before the entire picture i has arrived. We allow K = 0 to be speci�ed for thealgorithm. However, using K = 0 in an actual system gives rise to two problems. First,bu�er underow is possible unless the encoder is su�ciently fast. Second, the algorithmcan ensure that picture delays are bounded by D only if K � 1 (actually, if and only ifK � 1; see Theorem 1 in Section 4.2).The parameter, H , is for improving algorithm performance by looking ahead (eventhough only the pattern is known, but not necessarily picture sizes). Its meaning willbecome clear in Section 4.3.We next de�ne the following notation:di departure time of picture i (the server has just sent the last bit of picture i)ti time when server can begin sending picture iAdditionally, at time ti, the algorithm calculates the rate ri. To simplify notation,and without loss of generality, the calculation is assumed to take zero time. The followingequation de�nes the meaning of parameter K,ti = maxfdi�1; (i� 1 +K)�g (2)That is, the server can begin sending picture i only after picture i � 1 has departed andpictures i; i+ 1; : : : ; i� 1 +K, have arrived (i.e., encoded and picture sizes are known).The departure time of picture i isdi = ti + (Si=ri) (3)and the delay of picture i is delayi = di � (i� 1)� (4)9Some modi�cation is needed to ensure that the delay of each picture is less than D.11



Note that in an actual system, the encoding of picture i � 1 + K may be complete attime y, such that (i� 2+K)� < y � (i� 1+K)� . Also the �rst bit of picture i may arriveat time x, such that (i � 1)� < x < i� . We use (i � 1 + K)� in Eq. (2) and (i � 1)� inEq. (4) because �(t) is unknown. If either x or y were known and used instead, the delayof each picture may be smaller than the value calculated using (2){(4), but the di�erencewould be negligible.4.2 Upper and lower bounds on rateWe present an upper bound and a lower bound on the rate ri that can be selected by analgorithm for sending picture i at time ti, for all i. The lower bounds are used to ensurethat the delay of each picture is less than or equal to D. We say that the algorithm satis�esdelay bound D if for i = 1; 2; : : : delayi � DThe upper bounds on rates are used to ensure that the server works continuously. Ifrates are too large, then the server may send bits faster than the encoder can produce them,forcing the server to idle, i.e., the server cannot send the next picture because the queuedoes not haveK complete pictures.10 We say that the algorithm satis�es continuous serviceif for i = 1; 2; : : : ti+1 = diIt might be argued that the delay bound is a more important property than the continu-ous service property. However, there is no need to choose, because Theorem 1 below showsthat both properties can be satis�ed. An assumption of Theorem 1 is that Si is known attime ti, which can be guaranteed by specifying K to be greater than or equal to 1. If Siis not known at time ti (i.e., K is speci�ed to be 0), it is easy to construct examples suchthat the delay bound cannot be satis�ed.Theorem 1 If Si is known at ti, and ri is selected for i = 1; 2; : : : ; n such that conditions(5) and (6) hold, ri � SiD + (i� 1)� � ti (5)ri � Si(i+K)� � ti if ti < (i+K)� (6)then for i = 1; 2; : : : ; n, (7), (8) and (9) in the following hold:delayi � D (7)ti+1 < i� +D (8)ti+1 = di (9)10For K = 0, bu�er underow may occur. 12



Theorem 1 is proved by induction on n. The proof is given in the appendix.We use rLi and rUi to denote the lower bound in (5) and the upper bound in (6), re-spectively. For these upper and lower bounds, we say that a bound is well de�ned if itsdenominator is positive; see (5) and (6). In Theorem 1, (8) guarantees that the lower boundsare all well de�ned. As for the upper bounds, many in (6) may not be well de�ned. Theseare de�ned as follows: rUi =1 if ti � (i+K)�:Because of (1), the following corollary is immediate.Corollary 1 For all i = 1; 2; : : : ; n, rLi � rUi (10)Corollary 1 implies that both the delay bound and the continuous service property canbe satis�ed.4.3 Lookahead to improve algorithm performanceTheorem 1 requires that the rate for picture i be chosen from the interval [rLi ; rUi ], whichmay be large if D > (K + 1)� . This exibility can be exploited to reduce the number ofrate changes over time. Suppose the sizes of pictures i, i + 1, i + 2, : : : are known. Thealgorithm can be designed to �nd a rate for sending pictures i through i+ h, for as large avalue of h as possible.In our system model, however, the size of picture j; j > i+K�1, may not be known attime ti. Speci�cally, for K = 1, it is likely that Sj , j > i, has to be estimated. Fortunately,Theorem 1 requires only Si to be known at ti. Sizes of pictures arriving in the future maybe estimated without a�ecting Theorem 1.In what follows, we derive a set of upper bounds and a set of lower bounds fromSi; Si+1; Si+2; : : : ; where Sj; j > i + K � 1, may be an estimate. There are many waysto estimate the size of a picture from past information. In the experiments described inSection 5, the size of picture j, if not known at ti, was estimated to be Sj�N . This is asimple estimate which uses the fact that pictures j �N and j are of the same type (I, Bor P) in MPEG video. They are about the same size unless there is a scene change in thepicture sequence from j �N to j.If all pictures in the future are sent at the rate ri, the (approximate) delay of picturei+ h; h = 0; 1; 2; : : : ; is ti + hXm=0Si+mri � (i� 1 + h)� (11)Requiring the above to be � D, we haveri � hXm=0Si+mD + (i� 1 + h)� � ti (12)where the lower bound on ri will be denoted by rLi (h).13



The (approximate) departure time of picture i+ h isdi+h = ti + hXm=0Si+mriThe continuous service property requires that di+h � (i+ h +K)� , which can be satis�edby requiring ri � hXm=0Si+m(i+ h +K)� � ti if ti < (i+ h+K)� (13)where the upper bound on ri will be denoted by rUi (h) if ti < (i + h +K)� ; else, rUi (h) isde�ned to be 1.Note that rLi (0) and rUi (0) are equal to the lower bound rLi and upper bound rUi , respec-tively, given in Theorem 1. Also, only rLi (h) and rUi (h) for h = 0; 1; : : : ; K � 1 are accuratebounds; the others, calculated using estimated picture sizes, are approximate.A strategy to reduce the number of rate changes over time is to �rst �nd the largestinteger h� such that max0�h�h� rLi (h) � min0�h�h� rUi (h) (14)The rate ri for picture i is then selected such that for h = 0; 1; : : : ; h�rLi (h) � ri � rUi (h)Note that for K � 1, the selected rate satis�esrLi = rLi (0) � ri � rUi (0) = rUiTherefore, the hypothesis of Theorem 1 holds and the delay bound D as well as the con-tinuous service property are satis�ed even though picture sizes (namely, Sj; j > i) areestimated.To minimize delay, we would like to use K = 1 in the algorithm, in which case mostpicture sizes are estimated. For this reason, the smoothing algorithm in Section 4.4 isdesigned with a parameter H which can be speci�ed. Instead of searching for the largest h�satisfying (14), the search is limited to a maximum value of H � 1. For MPEG video, weconjecture that there is no advantage in having H greater the size of a pattern (N) becausepicture sizes are estimated using past information. We conducted experiments to study thisconjecture and found that it is supported by experimental data; the results are presentedin Section 5.4.4 Algorithm design and speci�cationThe smoothing algorithm is designed using (2){(4), (12){(14), Theorem 1, and Corollary1. A speci�cation of the basic algorithm is given in Figure 2 on page 16. The following areassumed to be global variables:pic size: array [index] of integer; 14



seq end: boolean;tau: real;The value of pic size[i] is Si in the system model, the value of tau is the picture period,and seq end, initially false, is set to true when the algorithm reaches the last picture of avideo sequence.There are three functions in the speci�cation: max, min, and size. In particular, size(j; t)returns, at time t, either the actual size of picture j or an estimated size (in number of bits).For the experimental results presented in Section 5, we used the following simple estimationbased upon the fact that a �xed pattern of N picture types repeats inde�nitely in MPEGvideo: if (t � j � tau) then return pic size[j]else return pic size[j �N ]For the initial part of a video sequence, where pic size[j � N ] is not de�ned, each Ipicture is estimated to be 200,000 bits, each P picture 100,000 bits, and each B picture20,000 bits. These estimates are far from being accurate for some video sequences. But byTheorem 1, they do not need to be accurate.Lastly, we use notify(j; r) to denote a communication primitive which noti�es a trans-mitter that picture j is to be sent at rate r.Note that the inner repeat loop calculates the bounds in (14). The loop has two exitconditions. The exit condition, (lower > upper), corresponds to h� in (14) being less thanH�1; when this happens (called early exit), it can be proved that one of these two conditionsholds:� lower > lower old and upper = upper old� lower = lower old and upper < upper oldThe selection of ri in each case is designed to minimize the number of rate changes overtime.The second exit condition corresponds to h� in (14) being larger than or equal to H � 1(called normal exit); in the algorithm, the search for h� stops at h = H � 1 because thelookahead interval is limited to H pictures. Upon normal exit, ri is selected to be the sameas ri�1, i.e., no rate change unless the current value of rate is larger than upper or smallerthan lower. This selection strategy is designed to minimize the number of rate changes.We also investigated a variation of the basic algorithm such that the moving averagecalculated using rate := sum=(N � tau) (15)is selected for ri (unless the moving average is larger than upper or smaller than lower). Tomodify the algorithm, the assignment statement in (15) replaces the comment \fpossiblemodi�cation hereg" in procedure smooth. The modi�ed algorithm produces numerous smallrate changes over time, but its rate r(t), as a function of time, tracks the rate function ofideal smoothing more closely than the basic algorithm. In particular, the area di�erence (aperformance measure de�ned in Section 5) is smaller.15



procedure smooth(H , K: integer; D: real);var i, h, sum: integer;depart, time, rate, delay, lower, upper, lower old, upper old: real;begin i := 0; depart := 0:0; seq end := false;repeat i := i+ 1;time := max(depart, (i� 1 +K) � tau); ftime to begin sending picture igh := 0; sum := 0; lower := 0.0; upper := 1;repeatsum := sum + size(i+ h, time);lower old := lower; upper old := upper;lower := sum/(D + (i� 1 + h) � tau� time);if (time � (K + i+ h) � tau) then upper := 1else upper := sum/((K + i+ h) � tau� time);lower := max(lower, lower old); upper := min(upper, upper old);h := h+ 1;until (lower > upper) or (h � H);if (lower > upper) thenif (lower > lower old)then rate := upper fupper = upper oldgelse rate := lower flower = lower old, upper < upper oldgelse fh = Hgif (i = 1) then rate := (lower + upper)/2; frate for �rst picturegelse fpossible modi�cation heregif (rate > upper) then rate := upperelse if (rate < lower) then rate := lower;notify(i, rate); fnotify transmitter the rate for picture igdepart := time + pic size[i]/ rate; fdeparture time of picture igdelay := depart �(i� 1) � tau fdelay of picture iguntil seq endend; fsmoothg Figure 2: Speci�cation of basic algorithm.
16



5 ExperimentsTo show that the smoothing algorithm is e�ective and satis�es the correctness propertiesgiven in Theorem 1, we performed a large number of experiments using four MPEG videosequences. Some of our experimental results are shown in Figures 4{9 and discussed below.For all experiments, the picture rate is 30 pictures/s.5.1 MPEG video sequencesDriving1 (N = 9, M = 3) and Driving2 (N = 6, M = 2)This video was chosen because we thought that it would be a di�cult one to smooth.There are two scene changes in the video. Initially, the scene is that of a car moving veryfast in the countryside. The scene then changes to a close-up of the driver, and then changesback to the moving car. This video is encoded twice, using di�erent coding patterns, toproduce two MPEG video sequences. Note, from Figure 3, that the scene changes give riseto abrupt changes in picture sizes. In particular, P and B pictures in the driving scenes aremuch larger than P and B pictures in the close-up scene. The pictures were encoded witha spatial resolution of 640 � 480 pixels.Tennis (N = 9, M = 3)This video shows a tennis instructor initially sitting down and lecturing. He then getsup to move away. There is no scene change in the video. But as the instructor gets up, hismotion gives rise to increasingly large P and B pictures. These changes in picture sizes aregradual. However, there are two isolated instances of large P pictures in the �rst half of thesequence. The pictures were encoded with a spatial resolution of 640 �480 pixels.Backyard (N = 12, M = 3)There are also two changes of scene in this video. Initially, the scene is that of a personin a backyard. The scene changes to two other people in another area of the backyard,and then changes back to the �rst person. The backgrounds of both scenes are complexwith many details. While there are movements, the motion is not rapid. The pictures wereencoded with a spatial resolution of 352 � 288 pixels.5.2 Performance of the basic algorithmFor the Driving1 sequence, Figure 4 shows bit rate as a function of time for K = 1, H = 9,and four values of the delay bound D. In each case, we compare the rate function from thebasic algorithm, denoted by r(t), with the rate function from ideal smoothing, denoted byR(t). From Figure 4, we see that the \smoothness" of r(t) improves as the delay bound isrelaxed. (We will de�ne some quantitative measures of smoothness below.)For D = 0:1 second, r(t) does not look smooth at all (even though it is a lot smootherthan the rate function �(t) of the MPEG encoder output). Note that the improvement insmoothness from D = 0:2 second to D = 0:3 second is not signi�cant. Therefore, D = 0:2second would be an excellent parameter value to use if a delay of up to 0.2 second (whichincludes encoding delay) is an acceptable price to pay for a smoothed output.17



For the Tennis sequence, the results are very similar. Figure 5 shows r(t) and R(t) forK = 1, H = 9, and two values of the delay bound D.Note that the smoothed rate function of the Driving1 sequence varies from a maximum ofabout 1 Mbps to 3 Mbps. These variations are due to di�erences in the content and motionof scenes. The smoothed rate function of the Tennis sequence varies from a maximum ofabout 1.5 Mbps to 3 Mbps. The peak rate is about the same in the two video sequencesbecause they were encoded with the same spatial resolution (640 � 480) and same quantizerscale (4 for I, 6 for P, and 15 for B).For the Driving1 sequence, Figure 6 shows the delays of pictures for two comparisons.In the upper graph, we compare these three cases:� D = 0:1 second, K = 1, H = 9, basic algorithm� D = 0:3 second, K = 1, H = 9, basic algorithm� ideal smoothingAs shown, the delays of pictures are bounded by 0.1 second and 0.3 second as speci�edfor the basic algorithm. For ideal smoothing, picture delays are large, due to the requirementthat pictures in the same pattern are bu�ered until all have arrived before the �rst picturein the pattern can be transmitted.In the lower graph of Figure 6, we compare these three cases� K = 1, H = 9, D = 0:1333+ (K + 1)=30 second, basic algorithm� K = 9, H = 9, D = 0:1333+ (K + 1)=30 second, basic algorithm� ideal smoothingFor K = H = N = 9, the smoothing algorithm does not estimate picture sizes. In thiscase, the basic algorithm is very similar to ideal smoothing.11A comparison of the delays for the two cases, K = 1 and K = 9, shows the desirabilityof using K = 1. The slack in the delay bound is chosen to be the same, 0.1333 second,so that the smoothness of r(t) is about the same in both cases (see discussion on Figure 9below).No \delay bound violation" has been observed in any of our experiments where K � 1.This is not surprising, since the absence of delay bound violation is guaranteed by Theorem1 if K � 1. For K = 0, however, we did observe some delay bound violations when theslack in the delay bound was deliberately made very small.Di�erent quantitative measures can be de�ned to characterize the e�ectiveness of smooth-ing. We use four of them to study algorithm performance as each of the parameters, D, H ,K, varies. The �rst measure is de�ned as follows:Area di�erence = R T0 [r(t)�R(t� (N �K)�)]+ dtR T0 R(t� (N �K)�) dt (16)11They are not identical, because ideal smoothing as described in Section 3.2 does not try to keep thedelay of each picture less than a speci�ed bound D. 18



where T denotes the time duration of the video sequence. Note that with ideal smoothing,picture 1 begins transmission (N�K)� seconds later than if the basic algorithm were used.Therefore the rate function from ideal smoothing is shifted by this much time in (16). Onlythe positive part of the di�erence between r(t) and R(t) is used in (16) because of thefollowing: Z T0 [r(t)�R(t� (N �K)�)] dt = 0We use three other measures:� the number of times r(t) is changed by the algorithm over [0; T ]� the maximum value of r(t) over [0; T ]� the standard deviation (S.D.) of r(t) over [0; T ]Figure 7 shows the four quantitative measures as a function of delay bound D forthe four MPEG video sequences. All four measures indicate that as the delay bound isincreased (relaxed), the rate function r(t) becomes more smooth. The Backyard sequenceappears to be the easiest to smooth. For the three MPEG video sequences encoded at aspatial resolution of 640 � 480 pixels, the maximum smoothed rate is about 3 Mbps. Forthe Backyard sequence encoded at a spatial resolution of 352 � 288 pixels, the maximumsmoothed rate is about 1.5 Mbps, which is about the target rate of the MPEG standard.Figure 8 shows the quantitative measures as a function of the lookahead interval, H , forthe four MPEG video sequences. In Section 4.3, we conjectured that because most picturesizes are estimated using past information, there is no advantage in having H larger thanthe size of the repeating pattern (N). Our experimental data support this conjecture. InFigure 8, the area di�erence, standard deviation of rate, and maximum rate do not showany noticeable improvement for values of H larger than N . In fact, the number of ratechanges increases as H increases.K should be as small as possible to reduce picture delay. Theorem 1 requires K � 1.We conducted experiments to investigate whether there is any improvement in smoothnessof r(t) from using K > 1. Figure 9 shows that there is a small improvement as K increases,but barely noticeable. Note that the delay bound is D = 0:1333 + (K + 1)=30, with aconstant slack of 0.1333 for all cases. We conclude that K = 1 should be used.6 Conclusions and Related WorkAs part of our research project on the design of transport and network protocols for mul-timedia applications, we studied MPEG video. We found that interframe compressiontechniques, such as the ones speci�ed by MPEG, give rise to a coded bit stream in whichpicture sizes di�er by a factor of 10 or more. As a result, some bu�ering is needed to smooththe picture-to-picture rate uctuations in the coded bit stream; otherwise, the very largeuctuations would make it very di�cult to allocate a communication channel (based uponeither packet switching or circuit switching) with appropriate quality-of-service guarantees.19



Some researchers have described techniques for controlling the output rate of VBRencoders [2, 4, 8]. Most of these techniques are lossy. Having studied carefully the char-acteristics and requirements of MPEG video, we conclude that such lossy techniques areinappropriate for smoothing picture-to-picture rate uctuations that are a consequence of in-terframe compression. Even for alleviating network congestion, the lossy techniques shouldonly be used as a last resort, because both the spatial and temporal redundancy present invideo are greatly reduced in MPEG bit streams. On the other hand, an algorithm, suchas the one presented in this paper, should always be used to smooth out rate uctuationsfrom interframe compression.Our algorithm is designed to satisfy a delay bound, D, which is a parameter that can bespeci�ed. The algorithm is characterized by two other parameters, K, the number of pic-tures with known sizes, and, H , a lookahead interval for improving algorithm performance.We also presented a theorem which states that if K � 1, then our algorithm satis�es boththe delay bound D and a continuous service property.Although our system model and algorithm, as well as Theorem 1, were motivated byMPEG video, they are applicable to any VBR compressed video. We make use of theassumption that there is a �xed pattern of picture types which repeats inde�nitely in thevideo sequence, to estimate picture sizes. Such size estimates are used in a lookaheadstrategy to improve algorithm performance.The problem of smoothing was analyzed by Ott et al. [7], where picture sizes in a videosequence are assumed to be known a priori. The parameter K is absent in their model, andthere is no notion of a repeating pattern [7]. From a practical point of view, K is a crucialparameter for any smoothing algorithm. Furthermore, Theorem 1 shows that there is noneed to assume all picture sizes to be known a priori. Instead, we use a �xed pattern andestimated picture sizes in our algorithm.We conducted a large number of experiments using statistics from four MPEG videosequences to study the performance of our algorithm. We found that it is e�ective insmoothing rate uctuations, and behaves as described by Theorem 1. Experimental datasuggest that the following choice of parameters provides a smooth rate function: K = 1,H = N , and D = 0:2 second. The delay bound includes the encoding delay of eachpicture. A larger delay bound does not seem to provide any noticeable improvement inthe smoothness of the resulting rate function. In the case that a multimedia applicationrequires a smaller delay bound, the rate uctuations would be noticeably larger.References[1] M. Anderson. VCR quality video at 1.5 Mbits/s. In National Communication Forum, October1990.[2] L. Delgrossi, C. Halstrick, D. Hehmann, R. G. Herrtwich, O. Krone, J. Sandvoss, and C. Vogt.Media scaling for audiovisual communication with the Heidelberg transport system. In ACMMultimedia '93, pages 99{104, August 1993.[3] D. Le Gall. MPEG: A video compression standard for multimedia applications. CACM,34(4):46{58, April 1991.[4] H. Kanakia, P. Mishra, and A. Reibman. An adaptive congestion control scheme for real-timepacket video transport. In SIGCOMM '93, pages 20{31, September 1993.20



[5] S. S. Lam. A model for lossless smoothing of compressed video, January 1994. Unpublishedmanuscript.[6] Coding of moving pictures and associated audio, November 1991. SC29/WG11 committee(MPEG) draft submitted to ISO-IEC/JTC1 SC29.[7] T. Ott, T. Lakshman, and A. Tabatabai. A scheme for smoothing delay-sensitive tra�c o�eredto ATM networks. In INFOCOM '92, pages 776{785, 1992.[8] P. Pancha and M. El Zarki. Bandwidth requirements of variable bit rate MPEG sources inATM networks. In INFOCOM '93, pages 902{909, March 1993.[9] A. Reibman and A. Berger. On VBR video teleconferencing over ATM networks. In INFOCOM'92, pages 314{319, 1993.[10] D. Reininger, D. Raychaudhuri, B. Melamed, B. Sengupta, and J. Hill. Statistical multiplexingof VBR MPEG compressed video on ATM networks. In INFOCOM '93, pages 919{925, March1993.
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Appendix. Proof of Theorem 1The proof is by induction on n.Base Case : n = 11: t1 = K� (d0 = 0; i = 1 in (2))2: r1 � S1D�t1 = S1D�K� (assumption, i = 1 in (5), step 1)3: r1 � S1(1+K)��t1 = S1� (assumption, i = 1 in (6), step 1)(We need to prove (7), (8) and (9))4: rL1 is well de�ned (step 2 and (1))5: delay1 = t1 + (S1=r1) (i = 1 in (4))� t1 +D �K� (steps 2 and 4)= D (step 1)6: t2 = maxfd1; (1 +K)�)g (i = 2 in (2))7: d1 = delay1 � D (i = 1 in (4) and step 5)8: t2 < D + � (steps 6 and 7, (1))9: rU1 is well de�ned (� > 0; step 3)10: d1 � t1 + � ((3); steps 3 and 9)11: d1 � (1 +K)� (steps 1 and 10)12: t2 = d1 (i = 2 in (2), step 11)(Steps 5, 8, and 12 demonstrate that (7), (8) and (9) hold for i = 1:Proof of base case is complete.)Induction Step :13: Theorem 1 holds for i = 1; 2; : : : ; m� 1: (n = m� 1)(It su�ces to prove that if rm is selected using (5) and (6) for i = m;then (7), (8) and (9) hold for i = m)14: rLm is well de�ned (step 13, i = m� 1 in (8))15: delaym = tm + (Sm=rm)� (m� 1)� ((3) and (4))� tm +D + (m� 1)� � tm � (m� 1)� (i = m in (5), step 14)= D16: tm+1 = maxfdm; (m+K)�g (i = m+ 1 in (2))17: dm = tm + (Sm=rm) (i = m in (3))� tm +D + (m� 1)� � tm (i = m in (5), step 14)= D + (m� 1)� < m� +D18: (m+K)� < m� +D (by (1))19: tm+1 < m� +D (steps 16, 17, and 18)20: dm � tm � (m+K)� (case of tm � (m+K)�)21: rUm is well de�ned (case of tm < (m+K)�)22: dm = tm + (Sm=rm)� tm + (m+K)� � tm (i = m in (6), step 21)= (m+K)�23: tm+1 = dm (i = m+ 1 in (2), steps 20 and 22)(Steps 15, 19, and 23 demonstrate that (7), (8) and (9) hold for i = m:Proof of induction step is complete.) 222
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falgorithmusingmoving-
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