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Abstract

This work presents a methodology forconstucting ficient collective communtation librariesfor
mesh-based multicomputers wih wormholerouting. Such Ibraries @n ke built from asmall set of
simple primitives. Speifically, two classesof routinesare preseted: shat vector routines that
minimize messae startups and long vector routines that minimize data transmission. Routines
from these two classes can then be hybridized, reaulting in algorithmswhich are efficient over a
wide rangeof machine performance and vedor size paraneters. Implementations of thes basic
routines are given, andthe derivation of other routinesfrom themis demonstraed. Furthermore,
thesemethods areapplicable to meshesin their full generalty: Thereareno restrictionson the rel-
ative dimensbnsof the mesh or the numbe of nodescontaned therein (e.g., they do not require
power-of-two parition szes). Also, theschemes presened hee inherenty supportgroup conmu-



hostile programmingenvironment. Eventhoselibraries currently offered by vendorsare not yet
standardized andftenoffer questionable pesfmance4]. Libraryinterface standards hatseen
proposed, but they danot speify the underlying methodssedto achievean dficient impleme-
tation[16]. To thatend,this paperaddressstheproblemof actuallybuilding a highperfomane
communicationgibrary on mesh-base architedureswith wormholerouting. Justasotherstan-
dardeedlibrariessuchasthe Bagc LinearAlgebraSubroutineg BLAS) mustbe basd onarch-
tecturedependent implementationsfor maximum perfomance so must implementationsof
collectivecommnunicaionslibraries take into accounthe vagarief thetarget machines Thus,it
is the purposeof this thess to provide the algotithmic undepinningsthatwill providethe same
level of performancetha a usewould expectiom hand-coded mathematical likaries

This thesistamgetseight collectivecommunication operationghich arefoundin many appk
cationsand which havebea incorpoirted into library standardssuchasthe Message Pasfng
Interface(MPI) [16]. They arethe all-to-all scatter, the broadcast, the collect, the distributed
reduction, thegather, thereduction-to-all, thereduction-to-one andthe scatter. Theseroutinesare

defined ascollective cmmmunicaionsbecauseall nodeseitherpaticipateascontibutors, recev-



order pipelines. The same techniquesed for oneopeaation can be ap@d to routineswith sim-

ilar (possibly inverted) dataflow patterns. In onesud case,thesamemethodsusedfor thebroad-

cag are simplyreversel to provide an dicient implementation ofthe reductiorto-one opeation.

Beyondthis, at the level of the full routines themselves thereis also consderable re-use. For

examplethelong vectorredudion-to-all operationis implementedusingversionsof the distrib-

uted reductionad collectopesgtions. In thismannertheactualdifficulty of library construction
is greatlyreduedby minimizing theamountof codethatmus bewrittenandtegded. Theseinter-

dependenciebave anadditionalimpact: The benefitsof a more efficient implementationof a
paricular operationextendbeyondthe operationitself to all of the otheroperationghatarebuilt

ontop ofit.

Anotherprimary distinctionof this work is its intrinsic supportfor groupbasedcommunia-
tions Specifically the methodspresentedhereinare obvioudy quite applicableto structured
groupsof nodege.g, groupstha comprise rows, columns blocks in the phydcal mesh). They
also ofer excellent support and perfmancefor unstructured gups with arbitrary physcal lay-
outs. In doingso,thesetechniquedully providefor the groupbasedcollectivecommunicdions

strateawnronose by MPI
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uniquelabel,Py,...,Py.1.

Thelinks betweemodesarebidirectional. I.e.,they can simultaneouslytransport
amessgein each direction. However, if morethanonemessgetravarsesa link

in either direction,they sharethe one-waybandwidthof that connection. Note,
however thatthe bandwidthof the netwok is usuallygreaterthanthe bandwidth
outof anode. As aresultof this excessbandwidth theadual performancepenalty

for contenton may bdess thanexpected. (See below

The interconnectuses wormholerouting. In such a network,communications

consideredo be distance-independeﬁtGiventhis assumptionsendinga messae
n data units long from one node to anotherunder contention-free condiions
requirestime a + nf3, where a andf3 representhe mesagestat-up time and per
data item tansmisson time, respetively. Furthemore, womhole routingmplies
thata messae simultaneouslycaupies all of the channés onthe path betweenthe

source and désation node asdetermined by the routig method. nl refeence to
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diredion in each dimension. For example,on a two-dimensonal mesh,if one
wereto restrict all communicdion to proceed'south” or “east,” all logical wrap-
around from the last toifst node within each column cow would gao‘north” or

“west,” respectively andwould notconflict

Message ae routedusing dimensnd-order or e-cube routing.n otherwords, a
messgeis routedentirely throughead dimenson, starthg with thelowed dimen-
sion andending with thenighest dimengn. For example, onthree-dimensonal
mesh, a mesage would beouted through thg-dimension fist, then they-dimen-

sion,and fnally thez-dimenson.

The nodesaresingle-ported. Therefore,a nodecansimultaneouly senda single
messge to ad receive asingle masae from thesameor different nodesvith no
time pendty. (If more tharonemessgeis beingreceived & anygiventime, then

Assumpion 2applies)

Thevendorsupplied communicatioribrary suppots pointto-pointmesage-pas



pijis thej" factorof my, thelength ofthei dimension

3  Target Architectures

The algoiithms andtechniquegresentedn this paperare designedfor machineswith multidi-
mensionaimesh interconnes usng wormhole rouing. Commecial examplesof such machines
includethe Intel Paragorand the Cray T3D, which utilize two-dimensionalnon-torusandthree-
dimensionaltorusmeses,respetively [7,12]. They are also approprate for research machines
such as the Intel Touchgone Delta (two-dimensionalnon+torus) and the J- and M-Machines
(three-dimensionahon-torus)[9,13,141517]. Many of thesealgoiithms and techniques also
apply to hypercubes(which canbe viewed as multidimensionalmeseswith two nodesin each

dimension),althoughthatarchitedure is notspecifically addressd

4  Target Collective Communications

The folowing collective comranicatiors routines aréargeted bythis paper:

Table 1: Summary of Target Collective Communications

Operatim Before After



ion- ' ) p-1 i .
Reduction-toall yO) at P, 0’y y(u) atall Py, 0 given
i e ' ) p-1 i
Reduction-tosne Y atp, 1"y atpy, kandd
given
Scatta’ x at Py, k given X atP;
a. Somdimes rderred D as atranspose or complete exchange.
b. Somdimes distingushel asa one-to-all broadcast.
c. Soméimes referred b as an all-to-all broadcast.
d. Soméimes rerred b &s afan-in.
e. Also (confwsingly) referred to asa fan-in.
f. Someimes reerred © as afan-out, multicast or one-to-all personalized broadcast.

5 Short Vector Primitives

Whenan opegtion is performedusingshortvectors, startuplatenciesarethe primary time com-
ponent. In these situations, the bestapproachs onethatminimizesthe numberof messae sta-
tups. Onmeshessuchalgorithns areusudly basedona mnimum spaining reeor primefactors
ringsappoad. In particular, the broadcast,scdter andgatheroperationsareimplemented usng
minimumspanningtrees, andthecollect,all-to-all scatterand reduction ogerations useprimefac-

torsrings as welasminimumspanningtrees
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Figurel: An exanple of how the routngagorithm usel in amesh can aede a mntenton. In both (a)
the linea array and(b) the two-dimensonal mesh,two messajesare being sent/receved by nodesin

separae paritions. In the (a) this cause no prodems, but in (b) the x-axis first routing straegy results

in aconflict on one of thelinks.

approachequiresthat the mesh be of powef-two size [3]. Secondit can g@elate tremendous
messgeconflictsdueto the fact thatmesagepathsthat are disjoint on hypercubesnay overlap
onmeshed2]. As afirst cutat a more genera appoach, onemight try to partiion the med in
half at eech stage sendingto or recaving from thefirst node in the otherhalf. Onanonpowa-
of-two size med, thisapproad can creat@etwork conficts. (See Figure 1.) With a few modif-
cationsone can avoithes pioblems

The resulting recursive-splittingalgorithm, which was first preentedin [3], is as follows:
Split the current parttion into two approximatelyequd subpartitions.When the new subpatition
is to the rignt (left) of the roothode its newroot is the rightmost (I&hog) node in thatgbpati-
tion. In the oot nodes subpartitionthe algoithm repeats aspecified abovelf the new subpa
tition is to the right (left)of the root nodegit alsorecursively dividesits subpartitionbutthe new

root is always théeftmost (ightmost)node inthe newsubparttion. (SeeFigure?2.)
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Figure 3: The PFR for adimensbn contaning sk nocks.
52 PrimeFactorsRings

Binary exchangesarea fundamentatomponent of manyhypercubealgorithms,in which nodes
tradedatawith their neaeg neighbordn each dimengon. Like thebit-toggling MST impleme-
tation,they areredricted to power-of-two sizemeshas. Prime factorsings (PRR) are ageneali-
zationof the binaryexdhangefor arbitrary mesh sizes

In usingPFR, onemust first calculateall of the prime factors(with repetitions)of the mesh
size. For examplefor p = 60,the prine factors would be 22,3 and 5. Thenodes are hen orga-
nizedinto rings,each ofwhich containsa numberof nodesequalto oneof the primefactors. The
nodes tha circulate data within ezh ring ofwhich they are anember Noticethat in the cae of
powerof-two sizemedes,the pime factors are alltwo, and so the@rimefactors mgsare simply

binary exchangedetweenpairs of nodes. Therefore,this approachwill require atlead log,(p)
messgeoperations.In theworst casewhere my is a prime nunber for each dinensioni, thePFR
methodwill involve mg+ my + ...+ my ¢ - d stattups

Jug aswith the MST technique, onemug becarefulin constructingPFRonamesh. Thebeg



considerablyby utilizing rings that lie in differentdimensionsin the mesh. By doing so, one

effedively reducescontentionby afactor of 1d for large d-dimensionalmeshes (SeeFigure4.)

In suchcases let ¢;; bethe nuber of adive ringsin the i"" dimensionthat are intedeaved with

thejth ring of that dimension. Thus,therewill beatmost ¢; ; messagyescontendingor agivenlink
duiing a stepof the PFR method. The alterretion modification may complicate the algorithm
somewhasincenon-contiguous portion®ay besent or received, requiring th#éte databe rea-
ranged atthe sending andeceiving ends Oneshould als takecareto structure theings sothat

nodes argrouped g closely in thephageswhere he most datadtranderred

6 Long Vector Primitives

For long vectors, minimization of datatransnisson is essential. In thes cases extra messaje
operatonsmay beincuredif the volumeof datacanbe significantly reduced. Primitivesin this
arenatypically usea bucketapproachin which all of the nodesin singledimensionform aring
andcirculatepiecesamong themselves Otherwise, they usea pipelinedapproachn which the

datavectors arebrokeninto piecesandtheirtransnissontimes are overlappedy pipelining them

Y P P 7 1 PR R [ [ [l - SRR ool JE o | PR [ I D R B P
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Figure 5: Dimensionalrings. (a) showsthe useof a dimensiond ring to performacolled. Thedark-
enedboxesindicate the portions that have been received thus far. In (b), thering is usel to perform a
distributed reduction. In this case,the shade of a box represent a subwector's combination with other
subvedorsvia the provided reducton operator.

6.1 Dimensional Rings

Since the PFR approachcan generateconsderablecontentionin a mesh wherethe dimensons’
lengthsare factorizable, it will peform very poorly for long vectors. In the dimensond rings
(DR) schemethe nodesareorganizedinto rings compising all of nodesin ead dimengon. For
example,on a two-dimensionamed, the nodeswould be groupe into row rings and column

rings. The nodeghen ciculate pieces within each ring(See Figure 5 While this approach has
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alternatedbetweertheserees sendinga packe alongonethenmovingto thenextone. Theinter-
actionsof the packetsas they move dowrthe pipelines are sud that a series of contentin-free
bidirectionalexchangesccurin ead dimension.Thereare severe problems, howeren gene-
alizing the ST approach to artbary meshes This problem wasddressel extensively in [24]
In short,the panning treesf ames mustbe considerably deper While the treef theEDST
algoithm areonly of log,(p) + 1 depth,edge-disjoinspanningreesfor mediesgovernedoy the
assimptionsof Section2 are of depthmy + mq + ... + my_; - d. Furthermore,the natureof these
spanningreesis suchthatthey oten poduce taffic collisionsas nultiple mesagesarrive at par-
ticular nodes simultaneoushfheresultingdelayscreate “bubblesin the mesagepipelines and
soon other nodesegin to receive multiple meage or none atlh Before long, the entire stcu
ture collapss, and thealgorithmattainsonly a fraction of its expectd performance
The dimensnal-order pipelinedOFL) is quite simple: Instead of continuously alternating

betweendimensions,ead part of the vector is comgetely pipelinedalong all the nodes in a
dimensionbeforeproceedingo the nextdimension. Doing so ensires thatall of thenodesin a

dimensionare in the samephase This, coupledwith explicit synchronization preventsa node



of conseutive dimen®n positionsthatthe “head” nodeof thatrow shareswith the source node,
startingwith the (i mod d)th dimenson. At the sametime, the “tail” nodein the row sendsthe

@i - d)th piece directly to the“head” nodein its row (unlessthe“head”nodeis the sourcenodsg. If

eitheri +j - d ori - d is lessthanzero, thenthe nodes involved do nothingduring step i. If
I +] - dis greater thak,; - 1, hen the nodesnvolvedre-transmit thek, - 1)th piece. (See Fi-

ures 6aand 6b.) Note tha this pipelineoriginatesat the root nodeand extendsto the leaves. To
createa pipdine thatoriginates at the leavesandculminatesat the root node simply vary i from

Kyt - d - 2 downto Oand evese thedirectionof the mesage sends

7  The Gather/Scatter Operations

The gatherand scatteroperationsare fundamentaloutinesthat are used eitheraloneor in the
implementation of other more complexroutines[3,4]. In the gatheropeation, all of the nodes
contiibute variable-lengthportionswhich are gatheedinto a singlevedor on the spedfied node.
In the scatter opeation,the specifiednodedividesa vedor into variable-lengthportionsanddis-

tributesthemamongthe othernodes. Sincetheseoperationsareinversesof oneanotheran effi-
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Figure 6a. The DOPL pipelines for abroadcat on atwo-dimensional mesh with ky; = 2 and the origin

at theupper lét. Thearrows labekd land 2 indicate, respedively, the chanes over whid thefirstand
secondhalf of the messae are being pipelined. The only exceptons arethe wraparound “1” sendson
thefar right; thesearedirect sends ad arenot pipelined.



to use aMST, with the parentnodeforwarding all of thedatadeginedfor thenodesn a subtrego
the rootof that subtree. The subtrees root would then proceed ingendentlysending to itsuo-
trees andso forth.

In caseswhere the datais to be evenlydistributedamongthe nodes, this technique performs
verywell, with atotaltime of

p-1
Tusrscarrer = Tusrcamner = [ 10g5(P) [0+ =5~ np

However when the data distributionis unevenor skewed,this method can peiform quite

poolly. For examplegconsiderthe pathologicakasewhereonenodeis to recave theentire vector

supplied bythe 0ot node.In this cas, the unning tme wouldbe:

[10g,(p) |0+ NB<T, o ccarrer Twst-oamier < | 109,(P) | (o +nP)

Thus a better algoritm would partitiorthe mesh by data distributiorather than pariibn it geo-
metically. In developing ach an algorithm itis useful to statea necesary preconditioffior data

flow optimality:

“In adata distribubn-optimalscatteroperationthe oot rodeis the bstto finish sending’



parition neverexceaeds the@emaining tansnission tmefor theroot’s partition, theroot nodewiill
certainlyfinish lagt. By selectingthe parttioning that minimally guaranteeshis, one alsomini-
mizes thenumber ofmessageopeations

The resulting algorithm is exectly the sameasthe reaursive-splitting algorithm preseted in
Section 5.1, exceptfor the patitioning function. Insteal of cuttingthe meshin half, patition it so
thatthe total data requiredby the nodesin the root’s partition (not counting the root’s own por-
tion) is at leat as muchsthe total data reqed by the nodem the other partition(not counting
thenewroot’s portion).

It mustbe noted,howeve, thatthe aboveimplementationis still not completelyoptimal. If
thedatadistributionis skewel butthetotal data voume issmall, thedata distribuion patitioning
strategymay incur additionalstartupsthat are not offset by savingsin data transmision time.
Thereforeat each sage, iftheimbalance in d@ distributon for the geomieic partitioning dops
belowa/B bytes it should beusel insteadof thedata distribution partitioning, sinceanytime sav-

ings n data tansnission willbe exceedgby the cog of an additionattartup.

8 TheCollect Operation



donewith thelad ring, they havethewhole datacontrbution. Of coursethere will becontention
in all phagsin which the nodesof a ring are not physcally contiguous. Therefoe, the early
phase should userings in which the nodes are mog widely spaced,andthe later stagesrings

wherethe nodes areloses. (SeeFigure?7.) The bta runnng timeis thus

d-10] D n EI]
Temaueer = 2 B2 (P = 1) 0+ 5= (MaX(B g0 € Bred + 8) AT
i=of]) 0 [[H P;: ,D mn

wherej representstheringsin the it dimension and |' represats those rings that have not yet

been collectedver in the othed dimensons,i’. Note thatall of thetiming formulae in this sec
tion asume hat the nodestortributions ae of uniform length

If the numberof nodesdoesnot factor well, a betterapproac would be to MST-gatherthe
datato asingle processorthenMST-broadcasit to dl of thenodes in the mesh. In this case the

time complexityis:

TMST-COLLECT = TMST-GATHER + TMST-BROADCAST

For longervectors,however both of theseapproachesre clearly suboptimalsince the total
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enoughto meritall of thestatups equiredby thelong vectormethod. A hybrid techniquecan be
used taesolvethis poblem

In the PFR-DR hybrid, one patially factorizesthe dimensions. For example, on a three-
dimensionalmesh, onemight choo® tocompletely factothe first dimenson, partially facor the
seond dimenson andmakea single ring of the third dimension. In this way, mesagestartups
are minimizedn theinitial stagef the collectwhen thevedors transmittedaresmall,andcon-
tentionis minimized or eliminatedin the later stagesof the collect whenthe vedors arelarge.
Note thatthe dimensional-alternatiortrategyfor thePFR shouldonly be ugd inthe dimensions
thatarefactorized,; it shouldnotbeusedn thedimensiongontainingpureDR. Thetime formula

forthishybridis:

O 0

d-1 i D

TrrrorcoLLecT = mi Ea D

i=d ] |—| U

o - O
O O 1]
d-10] O 1]
N R R, (max(Bnoob, C; iBre) *3) (5
o O 0 n I'I P, as
0 O 0, IDD i" JD (1]

' =



The MST implementation of a boada@st is quite simple; the erdivedor is propagated along
the MST given by the recursive-splittingalgoithm. This appioad yields optimal messgesta-

tuptimes

Tustsroapcast = ﬂ()gz(p)—‘ (a+np)

While the MST-broadcasrequiresvery few steps it doesinvolve a high datatransmisgn

cost $nce theentire vector in retansmitted(logz(p)] times. The S@Gpproach avoidthis & the

cost ofadditionalmesageoperations

In the SC-boadast,the vedor is scatteed thoughead dimension startingwith the highes
dimension. It is thencollectedin each dimengn, starting with thdowes dimension. All nodes
thenhavethe entire vedor. For example,on a two-dimensonal mesh,the vector is first MST-
scdtered equally amongall the nodesin the sourcenodes column. Each of thesenodesthen
MST-scattes its potion to all ofthe nodesn its row. Then,the nodeshen peform a DR-collect

in rows andanother in columns. Thetime for the entie operationis:
EF 1
TSC—BROADCAST - z ((Iogz (m) —‘ + m 1) Da + 2

(=1
p "B



scdtered throughthe red dimensons, MST-broadcastedwithin the virtual and remainingreal
dimensions andthen collected ovahedimensons thatt was intially scattered overThe nodes
within thevirtual dimenson caneitherbephysdcally coniguousor interleaved. If contiguousthe
MST-broadcaspha® is contention-fee,but the collect phagscreatecontentionsincegroupsof

nodesare collectingacross singlelinks in the mesh. If interleaved,however the collect phase,
whenthevectors arelonger is contentionfree, andthe short-vectorMST-broadcasphasencurs
thelink contention. Thus,it is the later strategy thatshouldbe used in pradice. (SeeFigure7.)

Using teinterleaved MSTroadcas the MSTSC hybid has theollowing runningtime:

O O
d-1 U

0
n
Tust-sc-moancasr = 2 (“092 (mi) —‘ tm— 1) Ea +25°7 Bnodd% +
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no contention inthe MSTphase

For very long vectors,the pure SC broadcat is still lessthan optimal, so anotherappioach
mustbe used.The DOPL-broad@st,presented ifi24], yields thebed knowntime unde the con-
straintsspecifiedin Sedion 2. Thebasc algorithmis to patition thevectorinto piecesthenpipe-

lineit through each dimensionpedimengon at a tme. The toél runningtime for thealgorithm

IS:
_ O, ., N0
TDOPL-BROADOAST - (kan - 1) [P‘ + kaltBD
-1
[] Ky +d—=1-i od,, N0
v 3 A - + - 10
i=0

wherethe first term representsthe time required for the wraparoundnesages(if any),andthe

seondtermis the time requiredfor thefirst d stagesplusthe pipelinefill s throughout. k; is the

optima partiioning inthei™™ dimension

g1 if /—(mi—Z)n[3<1
Ll kalta
-  [(m-2)np
ki = En if —kana >n



tor sumof all the nodes’contibutions. Note that this is logically the oppositeof the collect,
which begins with smallercontributonsandends with equd-lengthvectorsonevery node. Many
of thesame échniques used i8ection 8apply hereaswell.

On hypercubesthe standad procedure is to usereaursive-hdving, a variation of the binary
exchangen which nodestradeand reducdalf of their vector in thdighestdimension,a quarter
in thenextlower dimengon, andfinally 1/p of their vectorin the lowestdimension(assiming of
coursethatthe distributon is even).Thuseach node ends upith acomplete edudion of 1/p of
thecontributedvectors. Unevendistributionsor theuseof thegenealized PFRapproachequires
some additional complexitytn ead ring, the nodedrade and educe a potion equal in length to
all the potions desined for thenodesin theremainingrings o which hey belong. Finally, in the

lastring, the nodes simply circulateandreducether own portions. The exeaition time for the

PFR method &:
d-10] [l n (1]
TPFR-DISTRIBUTED FEDUCTION — Z EZ (pi,j - 1) Ea + [ 0 (max(Bnode' Ci,jBnet) +o+ V) %
'=on 0 allpg [
i

where,aswith the PRR-collect, j repregntstheringsin theith dimensionandj’ representsthose
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considerablecontention and the latter unne@ssrily replicatesdatatransmision and reduction
operatons Once againthe solutions to usethe DR techniqueJug as inthe PR approad, the
nodesstart with the highes dimenson and,at eachstage circulateandreduceall the portionsof

nodes irthe lowerdimensions Thetime for thisis:
1
g i (p 1)

TDR-DISTRIBUTED REDUCTION — z (m 1) Da +
=0

n(B+y)

Jug as in the collectoperationthe PFRand DR algorithmsfor the distributedreduction can
be hybridized by partially factoring the dimensionsto betterbdance the relative latency and

transnisson costof thetwo methods In this case,the opeation’s runnng timeis:

0

d-1 0

ThrroR-DISTRBUTED REDUCTION = E(] ta- 1 B+V)E+

i=d ]

3 Nm 0

i'=i
0 0 (1]
d-10 0 n N
DA GRS R 0, (max(snode, G B +3+Y) 5
i=o]) U] [l |—| |—| 1]
0 0 0 IDD Pir JD M
"=

whered' is thelowestunfactoreddimension, j repregntsthe ringsin theith dimensionand |’



mind, thetechniquesisedfor the broad@stcanbelogically rever&dandappliedto thereduction-
to-one

The simples way to perform a reductionto-oneis to use a MST. The operationproceeds
muchlike agatheywith thenodesatthe leavessendingheir datavectorsto thetheir parentswho
combinethe datawith their own, usng the user-suppliedoperation,and then pas the resulting
vector to their owrparents. Thiprocesscontinuesuntil theroot nodehastheredudion of all of
the nodes’data. The time complexity is the sameas that of a MST-broada@st, plus the time

required toperfoim the user operation

Tyst-RepUCTION-TO.ONE = “092([))—‘ (a+n(B+y))

Thereductionto-one anbbgueto theSC techniqudor long-vector broadcésisto perfom a
DR-distribued redudion followed by a MST-gatherwithin eachdimenson until the entireresult
resides orthe 0ot node.(Notetha thisis the exactevease of performing ascatterfollowed by a

collect) Thetime for this operations a simple extension ghetime for the SC-boadcast

£ 0 (p-1)
Toe-repuction-To-one = El ZO (“092 (m) —‘ +m— 1) Ea + p n(2B+y)
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whered' isthedimensionin which the DG phaseendsandthe MST pha® begins. Aswith the
MST-SC hybrid, if this phase division occurson a dimensionabounday, then d' is the lowed
dimensionin which the DG techniqueis used. Onceagain,pd,,0 = my and Py 1= 1. Simi-

larly, there is nocontention is this case
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12 TheReduction-to-All Operation

The eductionto-all operatiomappliesthe wser-supplied operatoito all the nodes'vectors, leaving
the completereault on evay node. A crucial rouine in many parallel applications, efficient
implementationsof this algorithmhave been studied depth n [1.23].

For short vectors, therare two appioadesthat onecould ug. The first isa“fan-in/fan-out”
methodthatin this thesis terminologyis a M ST-redudion-to-onefollowed by a MST-broadcast.
On machinessud as the Intel TouchstoneDelta, this techniquehas beenshownto work well.
However thenodeson the Deltacannotsimultaneoushgendandrecave withoutpendty (aviola-

tion of Assumption5 in Sedion 2). On more recentarchitecturesuchasthe Inte Paragoror



physicallycontiguous. As with otherPFRappoaches this is minimized by usingringsin alter-
natingdimensons. In this case howeveythereis noneedto rearangedatasince the entire vector

is beingused. The operatiorstimeis thus
d-1
Terrreouaionroa = 2 02 (P ;= 1) (0 +n(M&B e © Bred +V)) O
o

wherej repre&ntsith dimenson’s ring.

For longervectors,a recursive-halvingtrategyprovesthe bed. The standad PFR strategy
involves consderable communication and computatiod redundang since nodestransmit and
operate onte same vectors. By cuttindpé vector in half at each stge, this redundancy ielimi-
nated,sincenodestransmit andperate orseparatgortions. Thus thenodesessentially perform

adistributed eduction followed by acolled. Thetimefor this variationis:
TPFR-DGREDUCTION-TO-ALL = TPFR-DISTRIBUTED REDUCTION + TPFR-COLLECT
Once agan, howeve, an important range of medium length vectors requires a hybrid

approachHor the beg performance. The strategywhich wasgivenin [1] hybridizesthe PFR-DC

andPFRappoaches. The distributedreductionis perfomedover a sub%t of therings, leaving



! PFR-PFRDC-REDUCTIONTO-ALL —
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where] representsthe rings over which the distributed reductionand collect phase are per-
formed, |’ repregntsthe rings over which the PFR-reduction-#-all pha is performed and j”
repreentsthe rings over which the distributed reduction (collect) hasalready been (has not yet
been)perfomed inthed dimensons, i’ .

For verylong vectorsa DR-oriented approach yields opthdata flowand opeation counts.
Introducedasthe”buckets” appwachin [1], this approad utilizes a DR-distrbuted reduction fol-

lowedby a DR-colled of thereault. Therunningtimeis simply thesum of thetimesfor thesetwo

operatons



Lad but eertainly notleag is the all-to-all scatter The all-to-all scatteris the daa flow algo-
rithm; everynodesendsanindividual subvectoto everyothernodein themes. Onhypercubes,
the all-to-all scater canbe perfomed quite easily, requiring only log,(p) stepsplus some add-
tiond datarearangementtime. Mesh-basdimplementationgnustcontendwith the muchmore
restricted bisection bandwidthof the mesharchitecture. As aresult,a myriad of methodshave
beenproposd, each of which havecertainrelative messaye latency datatransnission time and
datarearrangementod advantage [6,10,20] Many of these tedhniques require powerof-two
meshesor makepoor use of exces networkbandwidth (a fatd flaw aswill be shown below)
Thus this hesis presenta generalization ahe best othesetechnique usingthe prinitives pre-
viously outlined inSections %nd 6.

Theinterleavel binary exchangepresentd in [10] providesexcellentperformanc for short-
to mediumiengthvectors. Genealized to arbitrary meshsizesby usng the PFR primitive, the
algoithm is asfollows. At eachstage,approximatelyl/d of the nodesopeste in rings that lie
within ead dimension. Inside theserings, the nodescirculateall the subvectos destined for

nodesthat are in theaemaining ringf the other node®sf the curentring. In the final s&age,the



wheren isthelengthof all of thevedorsonall of thenodes (thus 1/p of thevectorresideson any

givennode) ang repregnts theings intheit™ dimension

As an appoach for long vedors, onemight think to usethe DR method. For exampleon a
two dimensionalmedh, columnrings wouldcirculate subvestors until eachnodehasall of its
row’s subvectors. Tédata on eeh node would then bearanged s that eab nodes porton is
contiguous. Finally, row rings would circulate subvectorauntil every nodehas all of its data.

This methodhas arunningtime of
d-1

a n O
Toraitoascarrer = 2 (M —1) o + ﬁ) (B+0)O
i=0

Current trendsin medh architecturesexpo® weaknesssin the DR method,however First,
nearlyevay moden mesharchitectureénas considerableexces bandwidth,often a fador of two
or more [4,1418]. Thisallowsoneto getdatato its deginationmuchmoredirectly at nopenalty
Second, this techniqueunderutiizes the network links. Although every nodeis sendingand
receiving,only the links within aisgle dimension are being usge Finally, message latencieare
decliningrapidly, andvendorsare beginningto provide low-level “get” and“put” opeationswith

incredibly low latencies. At the ame timepandwidth into the node is beginning to aygh the



requiresafactorof ./p/4 more on two-dimensonal meshe$ andinstantlyfloodsthe nework to
capacity On womhole rouéd madines,this can be dsagrous. When a packet is blocked in the
netwok of sucha machineall of the channelst occupiesareheld lockel, causng otherpackets

to block, until the entire netwok becomesompletelycongesed. Innovationsin routerdesgn
proposedin recentyearscouldalleviate such a problem,howeve. In particular the virtud flow
contiol schemantroducedin [8] alowsthechannelsoccupied bya blockedpacket to baisel by
otherpackets. Thisimprovementecoupleshannekndflit buffer resourcedy providingmuilti-
ple bufers fa each chanel. Virtual channel fbw control is already used in arcedtures such as
the Cray T3D as well asthe J and M-Machines[7,917]. When this modification becomes

widely adoptedthe directsend nethod should pedrm quite well,with a unning tme of:
d-1
- n m;
Torecratoascarrer = (P—1)a+ 3 meaX(Bnoda' 0 Bnet)
i=0
For very longvectors, the directsend methods at leag a factor of twobetter tharthe DR-all-to-

all-scatter

14  Group Communication



they can also be usedto provide collective communicationgor use-defined groupsby simply
allowing the userto supplythe input array of nodelD’s. Also, ratherthan writing sepaate rou-
tinesfor whole-meshandgroupbasedoperations onecaninsteadwrite only thegroupbasedrou-
tines. Thewhole-me# operationsimply call the group-baserbutineswith a pre-deined group

containingall of thenodes, a techniquehat has been adoptedMPI[16].

15 Implementation Details

Whenimplementingthe algorithmsdiscussedin this thesis there are a few considerationghat
shouldnot be overlooked. In paticular, the intricaciesof hybrid seled¢ion, DOPL alternations,

andgroupstructure maintenance aworthy of furtherattention

15.1 Hybrid Selection

Obviously hybrids are uselessunlesshereis an effectiveway to determne which strategy should
beusedfor aparticularmesh. Oneway to determingheoptimal hybrid wouldbeto find the min-
imum munningtime for all hybrds aswell asthe pureshortand bng vectorappoaches. While an

exhaustivetedchnique such as this will certainly producethe beststrategy the searchmay be



it may poveuseful to cacherecent hybrid strategiesused bya given opation. In many applie-
tions thesame opeationsare perbrmed epetedlyon theequd size data structuresUndersuch
circumstances one could associde vedor lengthswith their strategies, re-usingthe strategies

whenthe operations perfomed agairon a vectoof the same (onearlythe samebength

15.2 DOPL Alternations
On typicd machinesk,, will never exceed tenor fifteen,evenfor very longvectors. Giventhat

the DOPL primitive shouldonly be usedfor very long mesages, the small search time for the

optimd ky shouldbe insignificant. The validity of this procedure canbe ascetainedfrom the
derwative of timing functionwith respet to ky;, which is monotonicdly increasingandequalto
zerofor somevalueof k,;. While onecannotsolvefor thisvalue ofk,;, onecan tell thatthetime
fundion is thus convex.Oncethe valueof ky is calculatel for a paticular mesagelength,it can

thenbe retainedor laterre-use

15.3 Group Structure Maintenance

Whengroupsarecreated,it is esentialto extractinformationaboutthe physicallayoutof agroup



equal andhat the producbf those amy lengthsequals the nutmer of nodesin the new group.If

so,onecanconsderthegroupto beam', xm’', x... xm’',_, meshwherem’; is thelengthof

thearrayfor theit™ dimension. Often, if agroupis particularly small or its layoutcannotbeasce-

tained,onecansimply consder it to bea lineararray.

16 Performance Data

Many of the tehniques desribed in this thes have &ealy been put to use the Inerprocesor
Collective Communicationd.ibrary (InterCom)for the Intel Touchdone DeltaandParagonsys-
tems[4]. Onenotable exceptionis thatInterCom doesnot includean all-to-all scatteroperation
(athoughonewill beincluded in a future relea®). Also, it doesnot usethe DOPL primitive for
thebroadastandreductionto-all operations(In practice thehigh messgelatenciefoundin the
currentoperatingsystemsof thetargetsysemspushthe break-even pointfor the DOPL algorithm
to suchhigh vectorlengthsthatits inclusionis not merited. However, low-lateng architedures
suchas theCray T3D aswell asthe J- andVI-Machinescould ertainly benefit from sucha ted-

nique) Figures 8 through 12 show comparisonf the hybrid, long vector and short vector

AanrnmranacnhhAafar fhAa liraAad et mllact Aictrilvi itAadAvradi ictinrm readiicatiarmtas All arnvAvadd icrtinrn A Al A



17 Conclusion

This paper propose an effective methodobgy for building a high-performance collective com-
municationslibrary on amedh-basegarallelcomputer Theroutinespreseted arebuilt onasim-
ple sa& of shortand long vector primitives. Similarity betweenthe routinesis exploited by
reapplying techniquesised inother operationsFurthermoe, many of theoperationghemselves
are bult using vasions of other simpler operationsin this manner code reugemaxinmzed and
reduncancy eliminated. Findly, the strategiesused can be easly extendedto suppot more
advanced feates of mesgage-pasag standadssuchas gioup opeations

Thus thisthess does notnerelypresntalgorithis; it also proposesn overaching philoso-
phy that definesthe mechanicsandinteractionsof those algoithms asthey are combinedin the
implementation of an efficient collective communication library. Moreove, the applicability of
this methodology extend®eyond today pevaling architecturesijts inherently boad and ada
tive natue make it appropriatefor the med-basdparallelmachinef tomorow aswell asthose

of today
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