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#### Abstract

This paper presents algorithms and lower bounds for several fundamental problems on the Exclusive Read, Concurrent Write Parallel Random Access Machine (ERCW PRAM) and some results for unbounded fan-in, bounded fan-out (or 'BFO') circuits. Our results for these two models are of importance because of the close relationship of the ERCW model to the OCPC model, a model of parallel computing based on dynamically reconfigurable optical networks, and of BFO circuits to the OCPC model with limited dynamic reconfiguration ability.
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## 1 Introduction

In this paper we develop algorithms and lower bounds for fundamental problems on the Exclusive Read Concurrent Write (ERCW) Parallel Random Access Machine (PRAM) model. The ERCW PRAM model has not received much attention, due in part to a general belief that concurrent writing does not add much power to a model without concurrent reading. We show that this is not always the case by presenting algorithms that solve problems on the ERCW PRAM much faster than they could be solved on the EREW PRAM. (See [34] for more details on the different PRAM models.) We further motivate the ERCW PRAM by its relation to parallel computers with optical communication networks. Since there is no 'queue' delay in optical communication networks, the ERCW PRAM is a better model for parallel machines with such networks than the recently proposed QRQW (or ERQW) model [23].

Many results for the ERCW PRAM follow directly from results for the EREW PRAM or CRCW PRAM. For instance, the global OR of $n$ bits can be found in constant time on an $n$ processor ERCW PRAM, as on a CRCW PRAM, but broadcasting 1 bit to $n$ processors requires $\Theta(\log n)$ steps, as on an EREW PRAM. The result for broadcasting implies that computing the prefix sums of $n$ inputs and merging two lists of size $n$ both require $\Theta(\log n)$ time also. However, some results obtained directly from EREW PRAM and CRCW PRAM results do not give tight bounds. For instance, the problem of computing the parity of $n$ bits on the ERCW PRAM has a lower bound of $\Omega(\log n / \log \log n)$ from the result for the CRCW PRAM, and an upper bound of $O(\log n)$ from the EREW PRAM. Tight bounds are not known for the ERCW PRAM. Furthermore, tight bounds are not known for many other problems, including the problems of compaction and finding the maximum. In this paper, however, we make significant progress towards developing tighter bounds for these and other problems.

Our results for the ERCW PRAM (here $n$ is the size of the input, and all algorithms perform linear work except as noted) include a $k$-compaction algorithm that runs in $O(\log \log n+\log k)$ time; a randomized algorithm for $k$-compaction that runs in $O(\log k)$ expected time; a randomized algorithm for approximate $k$-compaction that runs in $O(\log \log k)$ time, with failure probability $1 / k$; an algorithm for finding the maximum of inputs in the range $[1, n]$ that runs in $O(\log \log n)$ time; an algorithm for chaining that runs in $O(\log \log n)$ time; an algorithm for integer chain-sorting (linearsize integers) that runs in $O(\log \log n)$ time; and an algorithm for integer sorting (polynomial-size integers) that runs in $O(\log n)$ using almost linear work.

We present two lower bounds results for the ERCW PRAM: a lower bound of $\Omega(\sqrt{\log \log n})$ time for solving compaction, and a lower bound of $\Omega(\sqrt{\log n})$ for finding the maximum of general inputs. (The former was discovered independently by Goldberg and Jerrum, and led to the $\Omega(\sqrt{\log \log n})$ lower bound on $h$-relation routing in Goldberg, Jerrum and MacKenzie [25].)

Finally, we consider unbounded fan-in, bounded fan-out (BFO) circuits. The computations on such circuits can be mapped optimally onto an ERCW PRAM as oblivious algorithms. We show that any BFO circuit for adding two $n$-bit integers, merging a bit into an $n$ bit sorted sequence, sorting $n$ bits, computing the prefix sums or parity of $n$ bits requires $\Omega(\log n)$ depth. Let $T H_{k, n}$ denote the threshold function which outputs 1 if and only if at least $k$ of the inputs are equal to 1 . We show that $T H_{k, n}$ can be computed by a linear size, $O(\log \log n+\log k)$ depth circuit, and that any BFO circuit which computes $T H_{k, n}$ requires $\Omega(\log \log n+\log k)$ depth.

As further motivation for studying the ERCW PRAM model we show how it is related to a model of massively parallel computing based on dynamically reconfigurable optical networks. Specifically, we show that the ERCW PRAM (using the 'Tolerant' protocol for resolving write
conflicts) with $n$ global memory cells and unlimited local memory is computationally equivalent to the OCPC (Optical Communication Parallel Computer) model [1, 21, 22, 24, 43] on $n$ processors. This is in contrast to the statement given in [1] that the OCPC model is equivalent to an EREW PRAM with $n$ global memory cells. Since the OCPC model uses full dynamic reconfiguration which is not yet technically feasible, we are interested in developing oblivious ERCW PRAM algorithms, which only require partial dynamic reconfiguration. This motivates the study of BFO circuits, which provide these oblivious ERCW PRAM algorithms.

The current interest in the OCPC model, the close relation between the OCPC model and the ERCW PRAM model, and the richness of results obtained so far on the OCPC, the ERCW PRAM, and the BFO circuit model, all indicate that these are important models of parallel computation which should be studied further.

In Section 2, we define the ERCW PRAM and discuss different write conflict protocols. Section 3 gives lower and upper bounds for compaction problems, and Section 4 gives lower and upper bounds for computing the maximum. In Section 5, we give algorithms for chaining and integer sorting. Section 6 gives lower and upper bounds for computing certain functions on unbounded fan-in, bounded fan-out circuits. In Section 7 we give relations between the different ERCW models, and in Section 8, we describe the relationship of the ERCW PRAM to the OCPC model.

## 2 Preliminaries

An Exclusive Read, Concurrent Write (ERCW) PRAM consists of a collection of processors, each with infinite local memory, which operate synchronously and communicate through a global memory. Each read or write to global memory takes one time step. Only one processor can read from any memory cell at any time step, but multiple processors may write to a memory cell in a single time step. Write conflicts are handled according to one of the following standard collision resolution protocols: Priority, Arbitrary, Common, Collision, Tolerant and Robust [31], or according to the Nice Robust protocol, in which the value of a cell after a concurrent write is either unchanged or equal to the value written by an arbitrary processor participating in the concurrent write. (Since the standard OCPC model uses the Tolerant protocol, we will be most concerned with developing ERCW PRAM algorithms using the Tolerant protocol. We define the OCPC model in Section 8.)

The ERCW (ack) PRAM is an ERCW PRAM with the added feature that a processor which successfully writes to a cell receives an acknowledgement. To retain the spirit of the Common model, we assume no processor receives an acknowledgement in the Common model. To retain the spirit of the Robust model, we assume that false "successful" writes could cause bogus acknowledgements to be sent.

Often we would like to separate the issues of using the global memory as storage for inputs and outputs, and using the global memory for communication. In these cases, we will assume that inputs and outputs are spread evenly among the local memories of the processors. For instance, given $p$ processors and $n$ inputs, we will assume each processor contains $n / p$ inputs in its local memory. With this assumption, we will be free to design algorithms which use less than $n$ cells of global memory.

In our algorithms we do not require that all processors learn the output of an algorithm, for this would force a trivial $\Omega(\log n)$ time lower bound on all our algorithms.

Lemma 2.1 An $n$ processor ERCW(ack) PRAM with $m$ global memory cells can be simulated on a $\max \{n, m\}$ processor ERCW PRAM with $2 m+n$ global memory cells with the same write conflict
protocol (except Robust).
Proof: On the Common model, the ERCW (ack) PRAM and ERCW PRAM are the same, so the simulation is trivial. Otherwise, let $E_{1}$ be the ERCW (ack) PRAM and let $E_{2}$ be the ERCW PRAM. The first $m$ cells of $E_{2}$ will correspond to the $m$ cells of $E_{1}$, the second $m$ cells of $E_{2}$ will be used for finding the processor that succeeds in writing to the corresponding cell of $E_{1}$, and the last $n$ cells will be used for writing acknowledgements to the successfully writing processors. We simulate a read of cell $j$ by processor $i$ of $E_{1}$, by having processor $i$ read cell $j$ of $E_{2}$. We simulate a write step as follows. First, every processor $j(0 \leq j \leq m-1)$ writes $n$ to cell $m+j$, and then every processor $i(0 \leq i \leq n-1)$ writes 0 to cell $2 m+i$. For any processor $i$ of $E_{1}$ that writes some value $v_{i}$ to any cell $c_{i}$, processor $i$ of $E_{2}$ writes $i$ to cell $m+c_{i}$. Then processor $j(1 \leq j \leq m)$ reads cell $m+j$, and if the value read, say $v$, is not $n$ or "collision", processor $j$ writes 1 to cell $2 m+v$. Now, for each processor $i$ of $E_{1}$ writing to some cell $c_{i}$, processor $i$ of $E_{2}$ reads cell $2 m+i$. If it reads a 1 , then it writes $v_{i}$ to cell $c_{i}$ (with no contention). Note that we require $E_{2}$ to have the same write conflict protocol as $E_{1}$, so that the processor that succeeds in writing to cell $m+j$ in $E_{2}$ (for some $j$ ) is the same as the processor that succeeds in writing to cell $j$ in $E_{1}$. (Note: The simulation for the Collision model is slightly different. We omit the details.)

The following lemma will be useful in designing Robust ERCW PRAM algorithms.
Lemma 2.2 An n processor Nice Robust ERCW(ack) PRAM with $m$ global memory cells can be simulated on a $\max \{n, m\}$ processor Robust ERCW PRAM with $m(n+2)$ global memory cells.

Proof: Let $E_{1}$ be the ERCW(ack) PRAM and let $E_{2}$ be the ERCW PRAM. For each cell of $E_{1}$, we associate 1 extra cell to test for the processor which is successful, and $n$ extra cells to be used for writing acknowledgements. We simulate a read of cell $j$ by processor $i$ of $E_{1}$, by having processor $i$ read cell $j$ of $E_{2}$. We simulate a write step as follows. First, every processor $j(0 \leq j \leq m-1)$ writes $n$ to cell $m+j$. Then for any processor $i$ of $E_{1}$ that writes some value $v_{i}$ to any cell $c_{i}$, processor $i$ of $E_{2}$ writes $i$ to cell $m+c_{i}$, and writes 0 to cell $m(2+i)+c_{i}$. Then processor $j$ ( $1 \leq j \leq m$ ) reads cell $m+j$, and if the value read, say $v$, is such that $0 \leq v \leq n-1$, processor $j$ writes 1 to cell $m(2+v)+j$. Now, for each processor $i$ of $E_{1}$ writing to some cell $c_{i}$, processor $i$ of $E_{2}$ reads cell $m(2+i)+c_{i}$. If it reads a 1 , then it writes $v_{i}$ to cell $c_{i}$ (with no contention).

## 3 Compaction problems

In this section, we study the problems of $k$-compaction and approximate $k$-compaction on the ERCW PRAM. The $k$-compaction problem takes an array of size $n$ with $k$ marked elements, and places the marked elements into an array of size $k$. The approximate $k$-compaction problem takes an array of size $n$ with $k$ marked elements, and places the marked elements into an array of size $O(k)$. Compaction and approximate compaction are important subproblems in processor reallocation and load balancing.

### 3.1 Lower Bounds

Here we will show that 2-compaction on the Robust, Nice Robust, Tolerant, Collision, or Common ERCW PRAM requires $\Omega(\sqrt{\log \log n})$ time and that $k$-compaction on the Priority or Arbitrary ERCW PRAM requires time $k$ for $k \leq \sqrt{(\log \log n) / 2}-1$. We do not place any restrictions on the number of global memory cells, or the number of processors. (We assume that each of the first $n$ global memory cells contains an input.) We will assume that concurrent writes on the Robust

ERCW PRAM are resolved using the Tolerant protocol. We will assume that concurrent writes on the Arbitrary ERCW PRAM are resolved using the Priority protocol.

Wlog, we assume that each input is tagged by a pair ( $i, b$ ), where $i$ is its index (from 1 to $n$ ) and $b$ is 0 if the input is unmarked, 1 if the input is marked. Then we will show a lower bound on solving compaction for the simpler problem of performing compaction on the tags which are marked with 1s. This will obviously imply a lower bound for the general compaction problem.

Let 2COMP be an algorithm for 2-compaction on the Tolerant, Collision, or Common ERCW PRAM. Let COMP be an algorithm for $k$-compaction on the Priority ERCW PRAM. We will use an adversary argument for our lower bound proof. A step will consist of a write followed by a read. At each step, the adversary will designate some of the inputs as unmarked (by setting $b=0$ ) or marked (by setting $b=1$ ). Let $V_{t}$ be the set of indices of inputs which have not been designated by step $t$. These will be the live inputs. $V_{0}=\{1, \ldots, n\}$. Let $p_{t}$ be the number of processors which could be affected by a given live input. Let $c_{t}$ be the number of cells which could be affected by a given live input. Let $k_{t}=\max \left\{c_{t}, p_{t}\right\}$.

Lemma 3.1 We can construct an adversary such that after step $t$ of 2COMP and COMP, (1) $k_{t} \leq 4^{t}$; (2) $\left|V_{t}\right| \geq\left|V_{t-1}\right|^{1 / k_{t-1}} / 152 k_{t-1}^{2}$; (3) each processor and cell is affected by at most one live input; and (4) in COMP, at most $t$ items have been designated as marked.

Proof: We prove this by induction. First, $p_{0}=0<2^{0}, c_{0}=1=2^{0}$, each processor is affected by no inputs, and each cell is affected by at most one input.

Now assume the lemma is true up to step $t$. Then we show how to make it hold for step $t+1$. Let $k=k_{t}$. Let a writing function of a processor be defined as the cell to which it writes depending if the live input it knows is marked or unmarked. A processor zero-writes to a cell if a processor writes to the cell if its live input is unmarked. A processor one-writes to a cell if a processor writes to the cell if its live input is marked.

First we deal with zero-writes. We say the adversary zeros a live input if it designates it as unmarked. Note that once an adversary zeros a live input, the input is not live anymore. We will make the adversary zero some of the live inputs so that each cell is affected by at most one live input whose processor zero-writes to it in this step. To do this, we describe a simple procedure for the adversary. Until each cell has at most one live input whose processor zero-writes to it, the adversary arbitrarily chooses a remaining live input and for each cell which the chosen input's processors could write to, the adversary zeros the other live inputs whose processors zero-write to the same cell, up to two per cell. Notice that once we zero two live inputs whose processors zero-write to a cell, the cell is fixed, and no information about live inputs is written to it. Using this procedure, the adversary sets at most $2 p_{t}$ live inputs for each one chosen. Thus we are left with $\left|V_{t}\right| /\left(2 p_{t}+1\right)$ live inputs. Let $m=\left|V_{t}\right| /(2 k+1)$.

Now we deal with one-writes. We need to find a set of live inputs of size $m^{1 / k} / k$ such that if one of these inputs is one-written to a cell by a processor, then either each other live input is also one-written to the same cell by a processor, or none are one-written to the same cell. This is equivalent to finding a "sunflower" in a group of sets, where each set contains the cells one-written to by processors which know a given live input. By the Erdös-Rado Theorem [14], there must be a sunflower of size $(m / k!)^{1 / k} \geq m^{1 / k} / k$. Let $m^{\prime}=m^{1 / k} / k$. If we are on the Priority ERCW PRAM, we will designate the lowest numbered live input processor as marked. Note that the cells which are one-written to by a processor for each live input are now only affected by the lowest
numbered processor knowing a marked input, with the possible addition of at most one zero-writing processor. On any of the other ERCW PRAM models, note that the cells which are one-written to by a processor for each live input are fixed, because two of the live inputs must be marked. Also note that $m^{\prime} \geq\left|V_{t}\right|^{1 / k} / 2 k$.

Now at most $c^{\prime}=c_{t}+2 p_{t}$ cells are affected by a live input after this write step. Also, since each cell can be read by at most one processor, after the read step at most $p^{\prime}=c^{\prime}+p_{t}$ processors will be affected by a live input. Each cell could be affected by at most three live inputs and each processor could be affected by at most four live inputs. The adversary must zero some inputs so that each cell and processor is only affected by one live input. To do this, we construct a graph in which the vertices are the live inputs and edges between vertices exist if the live inputs are known to the same cell or processor. There are at most $9 p^{\prime} m^{\prime}$ edges in this graph, so by Turan's Theorem, we can find an independent set of vertices of size $\left(m^{\prime}\right)^{2} /\left(m^{\prime}+18 p^{\prime} m^{\prime}\right) \geq m^{\prime} /\left(18 p^{\prime}+1\right) \geq\left|V_{t}\right|^{1 / k} / 152 k^{2}$. The inputs corresponding to vertices not in the independent set are then zeroed by the adversary.

Now we can set $p_{t+1}=c_{t}+3 p_{t} \leq 4^{t+1}, c_{t+1}=c_{t}+2 p_{t} \leq 4^{t+1}, V_{t+1}$ to be the remaining set of live inputs, where $\left|V_{t+1}\right| \geq\left|V_{t}\right|^{1 / k} / 152 k^{2}$.

Theorem 3.1 Solving 2-compaction on a Robust, Common, Collision, or Tolerant ERCW PRAM requires $\Omega(\sqrt{\log \log n})$ steps, and for $k \leq \sqrt{(\log \log n) / 2}-1$, solving $k$-compaction on a Priority or Arbitrary ERCW PRAM requires at least $k$ steps.

Proof: From lemma 3.1, we can see that

$$
\left|V_{t}\right| \geq \frac{\left|V_{0}\right| \prod_{0 \leq i \leq t}^{1 / 4^{i}}}{4^{2 t} 152^{t}} \geq \frac{{ }_{n} \prod_{0 \leq i \leq t} 1 / 4^{i}}{3000^{t}} \geq \frac{n^{4}-\sum_{0 \leq i \leq t^{i}}}{3000^{t}} \geq \frac{n^{4^{-i(i+1) / 2}}}{3000^{t}} \geq \frac{n^{2^{-(t+1)^{2}}}}{3000^{t}}
$$

Thus after $T=\sqrt{(\log \log n) / 2)}-1$ steps, we will have $\left|V_{T}\right| \geq \Omega\left(2^{\sqrt{\log n}} / 3000 \sqrt{\sqrt{\log \log n} / 2}\right)$. For large $n,\left|V_{T}\right| \geq \max \{k+3,5\}$. For the case of 2-compaction on the Robust, Nice Robust, Collision, Common, or Tolerant models, there will be 3 live inputs which do not affect either of the first two global memory cells. However, these cells contain the indices for only 2 live inputs. Therefore the adversary could designate as marked at least one of the 3 live inputs that do not affect either of the two cells, and the compaction would have failed. For the case of $k$-compaction on the Priority or Arbitrary models, after $k-1$ steps, at most $k-1$ entries have been designated as marked. There will be 3 live inputs which do not affect any of the first $k$ cells. Therefore, $k-1$ of the cells will contain indices for the $k-1$ entries already designated as marked, and whatever index the other cell contains, the adversary could designate one of the other inputs as marked, and the compaction would have failed.

Since this lower bound holds for any number of processors and global memory cells, it also holds for the ERCW (ack) PRAM with the same write conflict resolution protocols.

### 3.2 Upper Bounds

First we note that there is a simple algorithm which solves $k$-compaction in $O(k)$ time on an Arbitrary ERCW PRAM. However, this algorithm will not work unless some processor can succeed in each write. For the other write conflict resolution protocols we need a different approach.

We construct an algorithm which runs in $O(\log \log n+\log k)$ time on a Tolerant ERCW PRAM. This is an adaptation of an $O(\log k)$ time algorithm for $k$-compaction on the Robust CRCW PRAM
given in Fich et al. [17]. If $k \geq n^{1 / 5}$, we use a simple EREW prefix sums algorithm to perform the compaction in $O(\log k)$ time. Otherwise, as in [17] we partition the input cells into groups of $l$ cells, where

$$
l= \begin{cases}2 k(k-1) & \text { if } k \leq \frac{\log n}{4 \log \log n} \\ \frac{(k-1) \log n}{3 \log \log n-1} & \text { if } \frac{\log n}{4 \log \log n}<k \leq \log n, \text { and } \\ \frac{(k-1) \log n}{3 \log k-1} & \text { if } \log n<k<n^{1 / 5} .\end{cases}
$$

We solve $k$-compaction within each group in $O(\log l)=O(\log k)$ time using the simple EREW algorithm.

Let $y_{j}=j$ if the $j$ th group contains a non-zero entry, and let $y_{j}=0$ otherwise. As in [17], if we solve the $k$-compaction problem for $y_{1}, \ldots, y_{n / l}$, we can solve the original $k$-compaction problem in $O(\log l)=O(\log k)$ more steps. To solve the $k$-compaction problem on $y_{1}, \ldots, y_{n / l}$, we proceed as in [17], and reduce the problem in $O(\log l)$ (i.e., $O(\log k))$ time on a Tolerant or Collision ERCW PRAM to $k$-compaction in an array of size $l 2 n^{(k-1) / l}$. If $k>\log n / 4 \log \log n$, then $l 2 n^{(k-1) / l}=$ $k^{O(1)}$, and we can easily solve this $k$-compaction problem in $O(\log k)$ time. If $k \leq \log n / 4 \log \log n$, then in [17] the problem is solved in constant time using a CRCW technique, but on the ERCW PRAM we will, instead, solve the problem recursively on an array of size $l 2 n^{(k-1) / l} \leq l 2 n^{1 / 2 k}$. For $k \leq \log n / 4 \log \log n, 2 l \leq n^{1 / k}$, so we can bound the time of this recurrence by

$$
T(n) \leq T\left(n^{3 /(2 k)}\right)+O(\log k)=O\left(\frac{\log \log n}{\log k}(\log k)\right)=O(\log \log n) .
$$

Hence, using the fact that the Tolerant protocol is a Nice Robust protocol, and using Lemma 2.2, we obtain the following theorem.

Theorem 3.2 Let $t(n, k)=\log \log n+\log k$. The $k$-compaction problem can be solved in $O(t(n, k))$ time on an $n / t(n, k)$ processor Collision or Tolerant ERCW PRAM with $n / t(n, k)$ global memory cells, and on an $n / t(n, k)$ processor Robust ERCW PRAM with $O\left((n / t(n, k))^{2}\right)$ global memory cells. It can also be solved in $O(k)$ time on an $n / k$ processor Arbitrary ERCW PRAM with 1 global memory cell.

### 3.2.1 Randomized

We present two results for randomized algorithms for compaction. Both results are obtained by having processors hash into random locations in an array. We will assume the inputs are given in the local memories of the processors.

Our first result is an $O(\log k)$ expected time randomized algorithm for compaction on the Robust ERCW PRAM with $n$ processors and $n$ memory locations. If $k>n^{1 / 16}$, we use the simple $O(\log n)=O(\log k)$ time parallel prefix algorithm to perform the compaction. Otherwise, let $A$ be an array of size $k^{4}$. Clear this array, and let each processor representing some marked element write its processor number to a random location of $A$. We use an $O(\log k)$ time prefix operation to check if $k$ processors succeeded without collision. If so, we compact them into the first $k$ locations in the array using simple parallel prefix, and inform the marked processors of their success. If any processor doesn't receive notice of success, (and so, by construction no processor receives notice of success) it simply retries the procedure. It is easily shown that the probability of failure decreases geometrically with the number of attempts. Then using Lemma 2.2, we obtain the following theorem. (We omit some details.)

Theorem 3.3 An $n / \log k$ processor Robust ERCW PRAM with no more than $n / \log k$ global memory cells can solve $k$-compaction in $O(\log k)$ expected time.

Now we describe an $O(\log \log k)$ algorithm for approximate compaction on an $n$ processor Nice Robust ERCW(ack) PRAM which works with probability $1-\frac{1}{k}$ and uses only $O(k)$ global memory locations. Each processor with a marked element writes it to a random location in an array of size $8 k$. If a processor receives an acknowledgement, it idles. If not, the processor writes its element into an array of size $4 k$. This procedure continues for a total of $\log \log k$ steps as the array size reduces by half each time. Then we attempt for three steps to write the remaining elements into arrays of size $k$.

It is not difficult to see, using a Chernoff bound, that the number of remaining elements after step $t$ is at most $\max \left\{k 2^{-\left(2^{t}+t-1\right)}, k^{1 / 4}\right\}$ with probability $1-t e^{-k^{1 / 4} / 4}$. The probability of any element colliding in the last three steps is $k^{1 / 4}\left(1 / k^{3 / 4}\right)^{3} \leq 1 / k^{2}$. Since $(\log \log k) e^{-k^{1 / 4} / 4} \leq 1 / k^{2}$ for sufficiently large $k$, we can bound the total probability of not succeeding by $1 / k$. Then using Lemma 2.1, we obtain the following theorem. (We omit some details.)

Theorem 3.4 An $n /(\log \log k)$ processor Nice Robust ERCW PRAM with $n /(\log \log k)$ global memory cells can solve approximate $k$-compaction in time $O(\log \log k)$, with probability $1-1 / k$.

## 4 Maximum

Finding the maximum of $n$ inputs requires $\Theta(\log n)$ time on an EREW or CREW, even when the inputs are restricted to be either 0 or 1 [11]. Finding the maximum of $n$ inputs on a Priority CRCW with $n$ processors requires $\Theta(\log \log n)$ time if the inputs come from a large range and $O(k)$ time if the inputs are restricted to the range $\left[1, n^{k}\right][19]$. In this section we will show that finding the maximum requires $\Omega(\sqrt{\log n})$ time on an ERCW PRAM. If input values are restricted to the range $[1, s], s \leq n$ we will show that the maximum can be found in $O(\log \log s)$ time on the Common or Tolerant ERCW PRAM, and that $\Omega(\sqrt{\log \log s})$ time is required to find the maximum.

### 4.1 Lower Bounds

Our first lower bound will be for the case of unrestricted input domain. Wlog, we will assume that all the inputs are distinct. Let MAX be an algorithm on the Priority ERCW PRAM which finds the maximum of $n$ in puts stored one per processor in the first $n$ processors. For concreteness, assume that the output of MAX is stored in the first global memory cell. Consider step $t$ of MAX. Let $V_{t} \subseteq\{1, \ldots, n\}$ be the set of indices of inputs which could still be the maximum. These will be called the live inputs. Let $S_{t} \subseteq\{1,2,3, \ldots\}$ be the possible values for the live variables, as restricted by the adversary. Let $F_{t}=\left\{f_{i} \mid i \in\{1, \ldots, n\}-V_{t}\right\}$ be the adversary's assignment of values to fixed variables. Let $k_{t}$ be the number of processors which know any live input.

As the computation proceeds, the adversary fixes the values of certain inputs and maintains a set of allowed inputs, such that, after each step, each processor knows at most one live variable. Initially $V_{0}=\{1, \ldots, n\}, S_{0} \subseteq\{1,2,3, \ldots\}$ and is infinite, and $F_{0}=\emptyset$. ( $S_{0}$ will be defined explicitly later.)

Lemma 4.1 We can construct an adversary such that after step $t$ of MAX, the following properties hold: (1) $V_{t} \subseteq V_{t-1}$ and $\left|V_{t}\right| \geq \frac{\left|V_{t-1}\right|}{3^{t+1}} ;(2)$ each processor knows at most one input in $V_{t} ;(3) k_{t} \leq 3^{t}$; (4) $S_{t} \subseteq S_{t-1}$ and $S_{t}$ is infinite; (5) $F_{t-1} \subseteq F_{t} \subseteq\{1,2,3, \ldots\}-S_{t}$; and (6) an input in $V_{t}$ is known by at most $3^{t}$ processors.

Proof: Define a processor's read (write) function at step $t$ to be a function which maps the input this processor knows about at step $t$ to the location which it reads(writes). As in [18], we use Ramsey Theoretical arguments to restrict the possible inputs such that (1) for each step $t$, a processor either writes for all inputs or for no inputs; (2) for each step $t$, the processors read and write functions are either constant or one-to-one; and (3) all the read and write functions are either identical or disjoint. (Let $S_{0}$ is the set of possible inputs after this restriction. The fact that $S_{0}$ is still infinite is shown in [18].) After this restriction, we can see that, because we are assuming the inputs are distinct, one-to-one read and write functions will be useless. Thus we will only consider the constant read and write functions. Since reading and writing locations are now fixed at each step, a processor reading a location knows exactly which single live input it will learn about, if any.

Assume the lemma is true for all steps up to $t-1$. Consider step $t$ of MAX. Each processor knows at most 1 live input. It writes to a specified location, and then reads from a specified location. These locations have already been fixed by the adversary. Since we are using the Priority model, only the lowest numbered processor writing to a given cell will succeed, and thus the only information obtained from that cell would be the information known by that single processor. Each processor can thus learn about at most one other processor when it reads a cell. Form a graph with the live inputs ( $V_{t-1}$ ) as vertices and an edge between two vertices if a processor knows those two live inputs (one from previously, and one from the cell just read). Take the largest independent set in the graph and let $V_{t}$ be the inputs associated with this independent set. Fix the smallest distinct values $f_{i}$ from $S_{t-1}$ to variables $i \in V_{t-1}-V_{t}$ and remove them from $S_{t-1}$ to obtain $S_{t}$. Add these values to $F_{t-1}$ to obtain $F_{t}$. By Turán's Theorem, we can choose a set $V_{t}$ such that $\left|V_{t}\right| \geq \frac{\left|V_{t-1}\right|^{2}}{\left|V_{t-1}\right|+2 e}$, where $e$ is the number of edges in the graph. The number of edges is at most the number of processors which can know a given live input. Since the communication has been fixed, the number of processors which knows a given live input can at most triple at this time step. (If it has affected at most $p$ processors and $c<p$ cells at step $t-1$, then it can affect $p+c<2 p$ cells and $2 p+p<3 p$ processors at step $t$.) Then a live input is known by at most $3 k_{t-1}=3\left(3^{t-1}\right)=3^{t}$ processors after step $t$. Thus $e \leq\left|V_{t-1}\right| 3^{t}$, so $\left|V_{t}\right| \geq \frac{\left|V_{t-1}\right|^{2}}{\left|V_{t-1}\right| 3^{t+1}} \geq \frac{\left|V_{t-1}\right|}{3^{t+1}}$. From this, it is easy to see that $\left|V_{t}\right| \geq n / 3^{(t+1)+t+(t-1)+\cdots+2} \geq n / 3^{(t+2)(t+1) / 2}$.

Theorem 4.1 Finding the maximum of $n$ inputs on a Priority ERCW PRAM requires $\Omega(\sqrt{\log n})$ communication steps.

Proof: By Lemma 4.1, at step $T=\sqrt{2 \log n / \log 3}-2, V_{T} \geq 2$, and the first cell is affected by at most one of these inputs. Then the adversary can simply set the other input to be higher than the value stored in the first global memory cell.

For the case of inputs restricted to a specific range, we can prove the following lower bound.
Theorem 4.2 Finding the maximum of $n$ inputs drawn from the range $[0, s]$, for $s<n$, requires $\Omega(\sqrt{\log \log s})$ time on a Robust, Nice Robust, Tolerant, Collision, or Common ERCW PRAM.

Proof: Consider an input array of size $n$ which consists of all zeros except for two entries at locations $i, j \in[1, s]$, which contain the values $i$ and $j$, respectively. Solving 2 -compaction in this array can easily be reduced to finding the maximum of the $n$ inputs, and thus the $\Omega(\sqrt{\log \log s})$ lower bound on 2-compaction applies to the problem of finding the maximum.

### 4.2 Upper Bounds

We first show a doubly logarithmic time algorithm for Rightmost One problem, and then show an algorithm for Maximum which is doubly logarithmic in the range, up to a range of size $n$.

Theorem 4.3 The rightmost one of $n$ bits can be found on an $n / \log \log n$ processor Common, Tolerant, or Collision ERCW PRAM in $O(\log \log n)$ time, or on an $n$ processor Priority ERCW PRAM in constant time.

Proof Sketch: The algorithm for the Priority model is trivial. For the other models, we divide the array into subarrays of size $\sqrt{n}$ and recursively find the rightmost subarray which contains a 1 and the rightmost one in each subarray. Note that on the CRCW PRAM, the recursion is unnecessary, since $n$ processors can find the rightmost one in an array of size $\sqrt{n}$ in constant time.

Theorem 4.4 The maximum of $n$ inputs in the range $[0, s]$ can be found on a $\max \{n, s\} / \log \log s$ processor Common, Tolerant, or Collision ERCW PRAM in $O(\log \log s)$ time.

Proof Sketch: We create an array of size $s$, place 1's at positions in the array which correspond to input values, and find the rightmost one in $O(\log \log n)$ time.

Using an algorithm similar to one in [16], we obtain the following result for finding the maximum of binary inputs (i.e., the global OR) on a Robust ERCW PRAM.

Theorem 4.5 An $n / \log \log n$ processor Robust ERCW PRAM can find the global OR of $n$ bits in $\Theta(\log \log n)$ time with error probability $\frac{1}{n}$.

## 5 Chaining and Integer Sorting

Our goal is to obtain a fast ERCW PRAM algorithm to sort integers from a polynomial range. To do this, we first develop algorithms for Chaining, that is, given $n$ bits as inputs, finding for each 1 input the position of the nearest one to its left.

Theorem 5.1 The Chaining problem on $n$ bits can be solved on an $n / \log \log n$ processor Common, Tolerant, or Collision ERCW PRAM in $O(\log \log n)$ time.

Proof: First partition the input array into consecutive groups of $\log ^{2} n$ bits and solve the Nearest Ones problem in these groups using simple prefix operations in $O(\log \log n)$ time. Now we assign a 1 to each group which contained a 1, and solve the Chaining problem on $n / \log ^{2} n$ bits. Once this is done, the processor associated with the leftmost 1 bit in each group can simply read the position of the rightmost 1 bit in the nearest group to the left which contains a 1 , and write it to the output array.

To solve the Chaining problem on $n / \log ^{2} n$ bits, notice that in $O(\log \log n)$ steps, we can broadcast each bit to $\log n$ processors, so we have $\log n$ processors working for each bit. Imagine a complete binary tree formed over the $n / \log ^{2} n$ bits. For each bit, associate one of its associated processors with each of its ancestors. Now for each node in the tree, solve the Rightmost One and Leftmost One problems. Each processor will then know if its bit is the rightmost or leftmost at that node. For each bit, use a simple prefix operation over the processors associated with that bit
to find the lowest node (closest to the leaves) for which the bit is not the leftmost bit. Then that processor can look at the left child of that node to find the rightmost bit. This is the nearest one to the left. There will be no read conflict, because each node can have at most one child with a leftmost bit which becomes not the leftmost.

The following theorem addresses the Chaining problem in the case when there is a processor associated with each non-zero element in the in put.

Theorem 5.2 Let $A[1 . . n]$ be an array of zeros and ones, with a processor associated with each $A[i]=1$ (hence the number of processors is equal to the number of ones in the input). Let the priorities of the processors decrease with the position within A of the element to which a processor is associated. The Chaining problem on this input can be solved in $O(\log \log n)$ time on a PRIORITY ERCW(ack) PRAM.

Proof: The following algorithm solves the problem within the stated bounds. We create an auxiliary array of size $\sqrt{n}$ and divide the input array $A$ into $\sqrt{n}$ blocks of size $\sqrt{n}$. All processors assigned to elements in the $i$ th block perform a concurrent write of their element's position within $A$ into location $i$ of the auxiliary array. The processors that succeed delete their entry in $A$ and recursively solve the problem in the auxiliary array. The remaining processors recursively solve the problem within their blocks. The recursive solutions are then combined into a solution for the original problem in constant time. Since all of the recursive subproblems are of size $\sqrt{n}$, the overall algorithm runs in $O(\log \log n)$ time.

We can now perform a stable sort of $n$ integers in the range $[0 . . n-1]$ in $O(\log n)$ time with $n \log \log n / \log n$ processors and $O\left(n^{2}\right)$ space on a PRIORITY ERCW (ack) PRAM as follows. As in the CRCW algorithm of [29] we use an $n \times n$ array (which is assumed to be initialized to zero). For each index $i$ in the input, if element $i$ has value $j$ then a 1 is written into position $(i, j)$ of the array. We then solve the chaining problem on the $n \times n$ array (interpreted as a $1 \times n^{2}$ array) to obtain the sorted elements in a linked list. This portion of the algorithm runs in $O(\log \log n)$ time using $n$ processors using the algorithm in the proof of Theorem 5.2. To obtain the sorted list in an array form, we perform list ranking to find the position of each element in the output array. Since the sort is stable this allows us to sort $n$ integers in the range $\left[0 . . n^{k}-1\right]$, for any constant $k$, within the same processor-time bounds. It also allows us to reduce the space requirement to $n^{1+\epsilon}$, for any constant $\epsilon>0$, by viewing each value as the sum of powers of $n^{\epsilon}$. This gives us the following theorem.

Theorem 5.3 Integer chain-sorting can be performed on $n$ integers in the range $[0 . . n-1]$ in $O(\log \log n)$ time with $n$ processors on a Priority $E R C W(a c k) P R A M$. Integer sort into an array can be performed on $n$ integers in the range $\left[0 . . n^{k}\right]$ in $O(\log n)$ time with $n \log \log n / \log n$ processors and $n^{1+\epsilon}$ space on a Priority ERCW (ack) PRAM.

## 6 Unbounded Fan-in, Bounded Fan-out Circuits

Since fully dynamic reconfiguration between a large number of processors in optical networks does not yet seem to be technically feasible, we would like to find ways of reducing the need for it. One way is to design oblivious algorithms. In oblivious algorithms the pattern of transmissions is known prior to the start of the algorithm (i.e., it is not dependent on the inputs). Therefore, we would
be able to fix or preset the transmission elements, and we may avoid some of the reconfiguration costs.

A special type of oblivious algorithm is given by a BFO circuit. We assume standard definitions for circuits and formulas [5]. A BFO circuit with size $s$ and depth $d$ can be simulated in a straightforward way by an $s$ processor, $d$ step oblivious OCPC algorithm. Just as unbounded fan-in, unbounded fan-out circuits correspond closely to the CRCW PRAM [6], and the study of bounded fan-in circuits often sheds light on problems on the CREW and EREW PRAM, we believe that the study of BFO circuits should enhance the understanding of the ERCW PRAMs

We now give some results on solving some fundamental problems on BFO circuits.

### 6.1 Lower Bounds

Our first result shows how to transform a BFO circuit into something resembling a formula, so that we can obtain a lower bound the depth of the circuit using known lower bounds on formula size.

Theorem 6.1 Let $f$ be a Boolean function over $n$ variables. If a circuit of depth $d$ with fan-out at most $c$ (with one input corresponding to each variable) computes $f$, then there is a Boolean formula of size at most $n c^{d}$ which computes $f$.

Proof: Let $C$ be a depth $d$ circuit in which each gate has fan-out at most $c$. Let $C^{\prime}$ be the same circuit, but with every gate with some fan-out $c^{\prime}>1$ replaced by a gate with a single output leading into a "fan-out" gate which fans out the output to $c^{\prime}$ other gates. Then $C^{\prime}$ has depth at most $2 d$. Now consider the following percolate operation. Assume a gate $g$ has an output which enters a $c^{\prime}$-fan-out gate. The percolate operation replaces this with a $c^{\prime}$-fan-out gate at each input which fans out each input into $c^{\prime}$ duplicates of gate $g$. This has the effect of percolating the gate $g$ up in the circuit.

We perform percolate operations on $C^{\prime}$ until all standard gates are above all fan-out gates. Notice that we have not changed the result nor the depth of the circuit. Call this new circuit $C^{\prime \prime}$. Notice that the standard gates of $C^{\prime \prime}$ all have output 1 , and thus correspond to a formula for $f$. Let $F$ correspond to this formula, i.e., the circuit consisting of the standard gates of $C^{\prime \prime}$, with the inputs corresponding to every input into a gate which is an actual input or an output from one of the fan-out gates. Since there are at most $d$ levels of fan-out gates, and each of those gates has fan-out $c$, each input can be fanned out to at most $c^{d}$ inputs of $F$. Thus there are at most $n c^{d}$ inputs to $F$.

Corollary 6.1 Any BFO circuit which computes parity requires $\Omega(\log n)$ depth.

Proof: By Khrapchenko [35], any formula for parity must have size $\Omega\left(n^{2}\right)$. By the previous lemma, $n c^{d}=\Omega\left(n^{2}\right)$, and since $c$ is a constant, $d=\Omega(\log n)$.

Let $T H_{k, n}$ denote the threshold function which outputs 1 if and only if at least $k$ of the inputs are equal to 1.

Corollary 6.2 Any BFO circuit which computes $T H_{k, n}$ requires $\Omega(\log k+\log \log n)$ depth.

Proof: By Khrapchenko [35] any formula for $T H_{k, n}$ must have size $\Omega(k(n-k+1))$. By Krichevskii [36] any formula for $T H_{k, n}$ must have size $\Omega(n \log n)$. By the previous lemma, $n c^{d}=\max \{\Omega(k(n-$ $k+1)), \Omega(n \log n)\}$, and since $c$ is a constant, $d=\Omega(\log k+\log \log n)$.

We next consider the computation of multiple-valued Boolean functions.

Lemma 6.1 Let $f: R^{n} \rightarrow R^{m}$ be a Boolean function. Consider the $j$ th input variable for some $j, 1 \leq j \leq n$. Let $O$ be a set of output variables with the property that for each $o \in O$ there is some n-bit input $I$ such that the value of o is complemented when the $j$ th bit in $I$ is complemented. Then any bounded fan-out circuit that computes $f$ will require depth $\Omega(\log |O|)$.

Proof: The circuit must contain a path from the $j$ th input node to each of the output nodes in $O$. Since the circuit has bounded fan-out, the lemma follows.

Corollary 6.3 Any bounded fan-out circuit for adding two n-bit integers, merging a bit into an $n$ bit sorted sequence, sorting $n$ bits, or computing the prefix sums of $n$ bits requires $\Omega(\log n)$ depth.

### 6.2 Upper bounds

There are well known bounded fan-in circuits with $O(\log n)$ depth and linear size for parity, addition, merging, sorting binary inputs, and prefix sums on binary inputs. By [33], these circuits can be converted into bounded fan-out circuits of the same size and depth. By Corollaries 6.1 and 6.3 , these are optimal.

Next we present a BFO circuit which computes the threshold function $T H_{k, n}$ in optimal size $n$, and optimal depth $O(\log k+\log \log n)$. Our construction makes use of an optimal logarithmic depth circuit for computing (in binary) the sum of $n$ bits [39] and two constructions for monotone formulas due to Valiant [42] and Friedman [20] which we sketch below.

The monotone formula construction of Valiant [42] shows that any monotone symmetric function on $n$ variables can be written as a monotone formula of size $O\left(n^{5.3}\right)$. Implicit in the construction of this formula, is a monotone BFO circuit of size $O\left(n^{5.3}\right)$ and depth $O(\log n)$.

The monotone formula construction of Friedman [20] shows that $T H_{k, n}$ can be written as a monotone formula of size $O\left(k^{12.6} n \log n\right)$. This construction uses Valiant's construction on threshold functions with $4 k^{2}$ inputs, and thus has depth $O(\log k)$. The threshold function developed by Friedman has the form

$$
T H_{k}\left(y_{1}, \ldots, y_{n}\right)=\bigvee_{j=1}^{k^{4} \log n} T H_{k}\left(\bigvee_{i \in A_{1}^{j}} y_{i}, \bigvee_{i \in A_{2}^{j}} y_{i}, \ldots, \bigvee_{i \in A_{4 k^{2}}^{j}} y_{i}\right)
$$

where for each $j, A_{1}^{j}, \ldots, A_{4 k^{2}}^{j}$ is a partition of the $n$ inputs. Thus each of the $n$ inputs must be fanned out to $k^{4} \log n$ of Valiant's threshold circuits. This can be done in $O(\log k+\log \log n)$ depth and $O\left(n k^{4} \log n\right)$ size. The total size of all of the Valiant circuits are then $k^{4} \log n$ times $O\left(\left(4 k^{2}\right)^{5.3}\right)$.

We use these results for our circuit as follows. First we place the $n$ inputs into groups of size $k^{15} \log n$ and use the addition circuits to find the sum of the number of ones. This takes linear size in each group, and thus linear size overall. The depth required is $O(\log k+\log \log n)$. Then using a simple comparison circuit, each group can check to see if it has more than $k$ 1's. The output to this circuit goes into a final OR gate which determines the final outcome. Along with this, each circuit fans out each of its first $\lceil\log k\rceil$ outputs into the appropriate number of ones, so that we will have at most $2 k$ outputs from each group, with the number of ones output equal to the number of ones in the group (assuming the number of ones is at most $k$ ). The outputs of all the groups can now be input into the Friedman circuit. Since there are $2 k n /\left(k^{15} \log n\right)$ inputs, the size of the

Friedman circuit will be $O(n)$. The depth will be $O(\log k+\log \log n)$. The output to the Friedman circuit is then ORed with the output of the comparator circuit at each of the groups. If any group had more than $k$ inputs, then the output of the total circuit will be 1 . If not, then the output from each group will be the correct number of ones in the group, and the output of the total circuit will be the output of Friedman's circuit, which will be 1 , if and only if the number of ones in the input is at least $k$.

This circuit implies the following theorem
Theorem 6.2 There is a size $O(n)$, depth $O(\log k+\log \log n) B F O$ circuit which computes $T H_{k, n}$.

## 7 Relations between ERCW Models

We now discuss the relative powers of the different write conflict resolution protocols on the ERCW (ack) PRAM. Many of our results parallel those on the CRCW PRAM. Using the results from Section 8, some of these results can be generalized to the ERCW PRAM model and the OCPC model.

We use the notation Protocol $(m)$ to denote a collision protocol on an ERCW (ack) PRAM with $m$ global memory cells. If we let $X \leq Y$ mean " $X$ conflict resolution protocol can be simulated on $Y$ conflict resolution protocol with constant slowdown", then it is not hard to see that

$$
\begin{aligned}
& \text { Robust }(m) \leq \operatorname{Collision}(m) \leq \operatorname{Arbitrary}(m) \leq \operatorname{Priority}(m), \text { and } \\
& \operatorname{Robust}(m) \leq \text { Nice Robust }(m) \leq \operatorname{Tolerant}(m) \leq \operatorname{Collision}(2 m) .
\end{aligned}
$$

(The last simulation simply associates an extra memory cell with each memory cell of the Tolerant ERCW (ack) PRAM, to test whether there will be a collision at that cell, so that the value of the cell is not overwritten if there is a collision.) In addition, $\operatorname{Common}(m) \leq \operatorname{Arbitrary}(m)$.

In the next two subsections, we describe some less obvious simulation results.

### 7.1 Separations

In our lower bounds, we will always assume the simulating machine has infinite memory. Boppana [4] showed that solving Element Distinctness on the Common CRCW PRAM (and thus the Common ERCW (ack) PRAM) requires $\Omega(\log n / \log \log n)$ time. However on any of the other ERCW(ack) models, Element Distinctness can be solved in constant time. This provides a separation of $\Omega(\log n / \log \log n)$ between the Common and any other model. This separation is tight for the CRCW PRAM, but so far the best algorithm for Element Distinctness on the Common ERCW (ack) PRAM requires $\Omega(\log n)$ time.

Grolmusz and Ragde [27] provide separations between some other CRCW PRAM models, which can be easily transferred to the ERCW (ack) PRAM. From these we get separations of $\Omega(\log \log \log n)$ time between the Collision and Arbitrary models, between the Collision and Common models, and between the Tolerant and Collision models. Chaudhuri improves the first and third separations to $\Omega(\log \log n)$, and these results also translate to the ERCW (ack) PRAM, giving separations of $\Omega(\log \log n)$ time between the Collision and Arbitrary models and between the Tolerant and Collision models.

### 7.2 Simulations

The simulation of Priority $(m)$ CRCW PRAM on Arbitrary $(m n)$ CRCW PRAM given by Chlebus et al. [9] can be followed almost exactly to give a simulation of a Priority $(m)$ ERCW (ack) PRAM
on an Arbitrary $(m n)$ ERCW (ack) PRAM. This simulation runs in $O(\log \log n)$ steps.
To simulate an Arbitrary ( $m$ ) ERCW (ack) PRAM on a Tolerant ( $m n$ ) ERCW(ack) PRAM, we use a partition algorithm from [9], which is run with a subset of processors, and results in either one processor being marked, or at least one but at most half of the processors being marked. This uses $O(n)$ memory cells and takes $O(\log \log n)$ time. An additional feature of this algorithm is that each marked processor has an associated unmarked processor, and thus if $k$ processors are initially assigned to each processor in the subset, then the algorithm can assign $2 k$ processors to each marked processor, $k$ from the marked processor, and $k$ from its associated unmarked processor. (This partition algorithm was written for the Collision CRCW PRAM, but can also be run on the Tolerant ERCW(ack) PRAM.)

For our simulation, we will divide the processors into groups according to the cells they write to, and run the partition algorithm $\sqrt{\log n / \log \log n}$ times (each subsequent application on the marked elements from the previous application). Then if there is more than a single processor remaining


Now we can use a technique from [10] to choose one of the remaining (marked) processors for each cell as follows. Let $k=2 \sqrt{\sqrt{\log n / \log \log n}}$. Assign each marked processor to a cell in an $n$ element array according to its processor number. Form a $k$-ary tree $T$ over this array. Assign the $k$ processors of a marked processor $P$ to the $k$ leaves in $T$ with the same parent as $P$. Now let $P$ write a 0 to its own location. Then let $P$ write a 1 to its own location, and let the auxiliary processors at positions greater than $P$ also write 1 to their locations. Then let $P$ read its location. $P$ will only read a 1 if it is the first (lowest numbered) child of its parent which is writing. Say a marked processor "wins" this level if it succeeds in writing a 1. Assume $P$ wins this level. Then $P$ and its associated processors move up to the next level. Notice that on the ERCW(ack) PRAM, the processors that lose can't inform their associated processors that they've lost, so these associated processors will also move up to the next level. But they will simply mimic the associated processors of the winner, and this will still allow only the first child of each parent to succeed in writing a 1. We continue this procedure through the $\log n / \log k$ levels, until exactly one winning processor remains. This processor then writes without contention to the appropriate cell, completing the simulation of the Arbitrary Write step.

The time for performing $\sqrt{\log n / \log \log n}$ partitions is $O(\sqrt{\log n \log \log n})$ and the time to proceed through $\log n / \log k$ levels of the tree, each one taking constant time, is also $O(\sqrt{\log n \log \log n})$. Thus the time for the simulation step is $O(\sqrt{\log n \log \log n})$.

## 8 Optical Communication and ERCW PRAMS

Here we describe the technology for optical communication, the OCPC model which is derived from this technology, and its relation to the ERCW PRAM.

### 8.1 Optical Communication Technology

There are two basic types of optical interconnection networks, fiber optic networks, and free-space optic networks. The type of fiber optic network which allows unit time communication between any pairs of processors is the Passive optical star coupler network [13, 28]. In this network all processors are connected via optical fibers to a passive optical star coupler, which broadcasts messages sent from one processor to all other processors. To allow more flexible communication, time division multiplexing (TDM) or wavelength division multiplexing (WDM) is used. For unit
time communication, we must use (WDM). For dynamic reconfiguration ability, we must have tunable transmitters and/or receivers. Currently, tunable transmitters and receivers are too slow to be practical.

The other type of optical interconnection network is a free-space optic network. In this network, we do not use wires, but instead use the directional property of light to send messages to the correct destination. Free-space optics has the potential to reduce space requirements and to alleviate many topological difficulties associated with more conventional routing. There are two types of free-space optic networks which achieve unit time communication, the beam spreading/masking network, and the beam steering network. The beam spreading/masking network [32, 41] (also called the crossbar or matrix multiplication network) uses an $n \times n$ array of switching elements with each row assigned to a transmitting processor and each column assigned to a receiving processor. A transmitting processor spreads its light encoded message out to the row of optical switches, and those switches either block the message or send it on to the designated receiving processor. This network has the disadvantages of having $n^{2}$ switches, $1 / n$ total power transfer, and slow switching time. A beam steering network can either be made up of reconfigurable holograms [26, 2] or acousto-optic deflectors [32]. The typical reconfigurable hologram method assumes the processors are sitting on a board, and there is some holographic material above the board. To transmit a message, a reflecting hologram is written into the holographic substrate and the processor transmits a light encoded message to that hologram, which then steers it to the correct receiving processor. In the acousto-optic deflector method, it is assumed that each processor is connected to a two-dimensional deflector which can be programmed to steer a light encoded message to any other processor. In terms of speed of reconfiguration, the acousto-optic deflector seems to be the fastest, although it is still not as fast as an electronic switch.

### 8.2 OCPC model

One abstraction of the beam steering model (which could also be considered an abstraction of the passive optical star coupler with tunable transmitters) was first considered by Anderson and Miller [1], and has since been studied in $[12,15,21,22,24,25,37,43]$. Various names for this model have been proposed, including Local Memory PRAM, S*PRAM, OMC, OCP, and OCPC. We will use the term OCPC, denoting Optical Communication Parallel Computer.

An OCPC consists of a collection of processors, each with infinite local memory, which operate synchronously and communicate by transmitting messages to each other. At any step, a processor can transmit at most one message to another processor. The message will succeed in reaching the processor if it is the only message being sent to that processor at that step. Concurrent transmissions to the same processor will be handled according to one of the following standard collision resolution protocols: Priority, Arbitrary, Common, Collision, Tolerant and Robust [31]. (Note that the standard OCPC model uses the Tolerant protocol.)

The OCPC (ack) is an OCPC with the added feature that a processor which successfully transmits a message to another processor receives an acknowledgement as in the ERCW PRAM (see Section 2).

The following are some relationships between OCPC and ERCW PRAM models, with and without acknowledgements.

Lemma 8.1 An $n$ processor $O C P C$ can be simulated on an $n$ processor ERCW PRAM with $n$ global memory cells with the same write conflict protocol.

Proof: One step of the OCPC is simulated by a write and a read on the ERCW PRAM. We simulate an attempted transmission from processor $i$ to processor $j$ on the OCPC by processor $i$ writing to cell $j$ and processor $j$ reading cell $j$. Since the write conflict resolution protocols are the same, processor $j$ receives the same value on the ERCW PRAM as on the OCPC. $\square$ Note that in the next proof, the simulation of an ERCW PRAM on an OCPC requires that the OCPC has at least as many processors as the ERCW PRAM has global memory cells. This is not necessarily bad, since only global memory cells are counted, and for many ERCW PRAM algorithms, only $O(n)$ global memory cells are required.

Lemma 8.2 An $n$ processor ERCW PRAM with $m$ global memory cells can be simulated on a $\max \{n, m\}$ processor $O C P C$ with the same write conflict protocol.

Proof: Assign each processor of the OCPC to a memory cell and assign the first $n$ processors also to the $n$ processors of the ERCW PRAM. We simulate a write from processor $i$ to cell $j$ on the ERCW PRAM by processor $i$ transmitting to processor $j$. Because the write conflict resolution protocols are the same, processor $j$ receives the same value on the OCPC as is written to cell $j$ on the ERCW PRAM. Processor $j$ stores the value transmitted to it. We simulate processor $i$ reading cell $j$ in the ERCW PRAM by processor $i$ transmitting a read request to processor $j$ and processor $j$ transmitting the value stored there to processor $i$. Note that there can never be any transmission conflicts when simulating the read step.

Lemma 8.3 An $n$ processor $O C P C(a c k)$ can be simulated on an $n$ processor $O C P C$ with the same write conflict protocol (except Robust).

Proof: On the Common model, the OCPC and the OCPC(ack) models are equivalent, since no processor ever succeeds in a write. On the other models we simulate a transmission of a message $M$ from processor $i$ to processor $j$ by the following procedure. Processor $i$ first transmits $i$ to processor $j$. If processor $j$ receives a value $v$, then it transmits an acknowledgement to processor $v$. If processor $i$ receives an acknowledgement, then it transmits $M$ to processor $j$. This will be guaranteed to succeed without collision.

Lemma 8.4 An n processor ERCW(ack) PRAM with $m$ global memory cells can be simulated on an on a $\max \{n, m\}$ processor $O C P C$ with the same write conflict protocol (except Robust).

Proof: By Lemma 8.3, it suffices to prove the theorem for the OCPC(ack) model. Assign each processor of the OCPC to a memory cell and assign the first $n$ processors also to the $n$ processors of the ERCW (ack) PRAM. A write step of the ERCW(ack) PRAM is simulated by a transmission step of the OCPC(ack). We simulate a write from processor $i$ to cell $j$ on the ERCW (ack) PRAM by processor $i$ attempting a transmission to processor $j$. If processor $i$ is successful in writing to the cell, then it will receive an acknowledgement. Because the OCPC(ack) is using the same write conflict resolution protocol, processor $i$ 's transmission will succeed and processor $i$ will receive an acknowledgement. Processor $j$ now stores the value transmitted to it. A read step of the ERCW (ack) PRAM is simulated by two transmission steps of the OCPC(ack). We simulate processor $i$ reading cell $j$ in the ERCW (ack) PRAM by processor $i$ transmitting a read request to processor $j$ and processor $j$ transmitting the value stored there to processor $i$. Note that there can never be any transmission conflicts when simulating the read step.
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