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1 INTRODUCTION 21 IntroductionThe necessity to support real-time delivery of multimedia data in the dynamic environment of computernetworks makes it essential to process new data transmission requests quickly and e�ectively. This raisesa demand for e�cient admission tests.Real-time scheduling theory thoroughly explored schedulability testing based on resource utilizationbounds. In the famous paper on hard real-time periodic tasks [9], Liu and Layland derived bounds for theEarliest Deadline First (EDF) scheduling discipline and �xed-priority scheduling policies. Lehoczky [8]obtained a utilization bound for �xed-priority scheduling of task systems with arbitrary deadlines. Kuoand Mok [6] introduced the concept of a harmonic chain to achieve a better utilization bound.Bound-based tests can be implemented in constant time per new transmission request. This makesthem a very promising approach to be used in request admission control. However, most of the bound-based tests were obtained for task models with constant execution time per each instance of a task. Inthe real world, execution time of di�erent task instances varies. Using the maximum value as the taskexecution time preserves performance guarantees but results in ine�cient resource utilization. Such taskmodeling may have drastic consequences in the multimedia domain where bursty data streams are quitecommon (For example, in the MPEG (Moving Picture Experts Group) standard, video information iscompressed into sequences of variable-size frames with the largest I-frame being ten times as big as thesmallest B-frame [2, 7]). If the maximum utilization factor of a task system is twice its average utilizationfactor, only half of the resources can be used by the real-time task system, the other half may be justwasted.A number of approaches have been investigated to cope with this problem. One of them is to useallocated but not utilized resources for scheduling non-real-time tasks [3]. Unfortunately, this solutioncannot increase the number of admitted real-time tasks. The idea behind imprecise computation [1]is that execution time can be traded for precision of the task. Resources are allocated to guaranteesome minimal performance requirements. When over
ow occurs, shorter versions of tasks are scheduled.Although able to improve resource utilization, this scheme does not suit many applications for whichreduction of execution times is not acceptable. Another way of dealing with variable execution times isto reduce the variation itself. Lam, Chow, and Yau [7] tried to smooth 
uctuation of video streams butthe resulting maximum transmission rate was still thrice as large as the minimum rate.The discussed approaches attempted to solve the problem of ine�cient resource utilization withoutaddressing its source | inability of existing models to characterize tasks with variable execution timeprecisely. This paper refers to such tasks as irregular tasks and presents two models for their description.By combining these models with bound-based schedulability testing, we can obtain fast admission testsand e�cient utilization of resources.The paper is structured as follows. Section 2 formally introduces the notion of an irregular task. Atask bu�ering technique is discussed and the Enhanced Frame Model is presented. Section 3 studies the



2 IRREGULAR TASKS AND THE ENHANCED FRAME MODEL 3Multiframe Model which was introduced in [11]. This model is applicable when the internal structuresof multimedia streams are known and provides much better utilization bounds. Experimental results aregiven in Section 4. Conclusions are provided in Section 5.2 Irregular Tasks and The Enhanced Frame ModelMultimedia data are bursty by nature. When they are modeled as regular tasks with constant executiontimes, system resources are wasted because of imprecise data characterization. To address this problem,we introduce a notion of irregular tasks which takes into account the fact that di�erent instances of atask may need di�erent execution times. To preserve consistency with previous work [11], we refer to atask instance as a frame.De�nition 1 An irregular periodic real-time task is a tuple (�; P;D), where � is a set of executiontimes, P is the period of the task, and D is its deadline. The execution time of each frame (instance) ofthe task belongs to �.Unless speci�ed otherwise, we will mean an irregular task when referring to a task. We will call atask with constant execution time a regular task.Although �xed-priority scheduling was a starting point for this work, we do not restrict our analysis toany speci�c scheduling discipline. Unless stated explicitly, obtained results do not rely on any particularscheduling policy. The only condition imposed on the scheduling discipline is existence of a bound-basedtest. Testing based on resource utilization bounds can be implemented very e�ciently which makes itparticularly suitable for admission control.The maximum utilization factor Umax of an irregular task may be much larger than its averageutilization factor Uave. When the maximum utilization factor of an irregular task system does notexceed the utilization bound, the requested performance can be guaranteed. If the average utilizationfactor is larger than the bound, the employed bound-based method cannot con�rm schedulability of thesystem. The most interesting case happens when the bound of the scheduling policy is larger than theaverage utilization factor of the task system but smaller than its maximum utilization factor. Refusingto admit such systems ensures that no granted guarantee will be violated. On the other hand, thissolution results in low resource utilization.Our goal is to improve utilization of resources while preserving performance guarantees. Below wepresent task bu�ering which can be viewed as a characterization/performance negotiation technique. Ifthe deadline of a task is postponed, the maximum utilization factor can drop below the testing bound.As a result, the bound-based test will recognize schedulability of the task system which was previouslyconsidered unschedulable. However, this method has its limitations. First, deadlines cannot be extendedfurther than some maximum values; otherwise, the task system is not real-time and becomes schedulable



2 IRREGULAR TASKS AND THE ENHANCED FRAME MODEL 4by selecting in�nite deadlines (if the average utilization is smaller than the testing bound). Second, whendeadlines are postponed, additional bu�ers are needed to store pending frames. Thus, one has to makesure that su�cient space for task bu�ering is always available.When these restrictions are taken into account, our problem becomes as follows: given an unschedu-lable irregular task system, which deadlines should be assigned to every task so that the deadlines do notexceed the requested values, there is enough bu�er space, and the system becomes schedulable?Before presenting our solution, we want to comment on choosing new values for task deadlines. It wasshown that analysis for arbitrary postponed deadlines is much more complicated than for multiple-perioddeadlines [8]. Since restricting deadlines to multiples of task periods simpli�es the analysis and retainsthe ability to improve resource utilization, we require each postponed deadline be equal to a multiple ofthe corresponding task period.When the deadline is postponed, irregularity of the task can be smoothed since consecutive framesof the task are combined to form a larger frame which we refer to as an enhanced frame. Because of thisreduction of the maximum utilization factor, the task system can become schedulable. We transformeach irregular task T with period P and deadline D = P into an enhanced-frame task T 0 with periodk �P where k is the number of consecutive frames we want to combine for the given task. The executiontime of T 0 is the sum of k consecutive execution times of T ; the maximum execution time of T 0 may bemuch smaller than k times the maximum execution time of T . The deadline for each enhanced frame isk �P . We will call this task model the Enhanced Frame Model. A more formal and general de�nition ofthe Enhanced Frame Model (EFM) is as follows:De�nition 2 Let (�; P;D) be an irregular periodic task. An enhanced-frame task is a tuple (�0; P 0; D0)where �0 is a set of execution times of enhanced frames, P 0 = �(P ) is a period of enhanced frames,D0 = �(D) is a deadline of each enhanced frame. We refer to �(�) as a frame-enhancement func-tion; �(�) is called a deadline-postponement function.In the considered transformation of an irregular task, we use identical frame-enhancement anddeadline-postponement functions �(x) = �(x) = k � x and �0 = fAkg where k is a positive integerand Ak is the maximum cumulative execution requirement of k consecutive original frames. To be con-sistent with previous work [4], we refer to Ak as an arrival bound function of the task. The arrivalbound function a�ects the quantitative gain from transforming frames to enhanced frames and can bedetermined from constraints imposed on the task. For example, if execution requirement of the taskis characterized by (Cmax; Cave=P ) leaky bucket model (i.e. any k successive frames may not requiremore than Cmax additional execution time over the average rate Cave per frame), then the arrival boundfunction equals to Ak = Cmax + k � Cave.Note that depending on the position inside the enhanced frame, an original frame is guaranteed atleast one of the following delay bounds: k � P , k � P + 1, : : :, (2k � 1)P . For instance, if the enhanced



2 IRREGULAR TASKS AND THE ENHANCED FRAME MODEL 5frame consists of three original frames, its �rst frame is guaranteed a delay bound of 5P , the second one{ 4P , and the third frame { 3P .Let us consider an architecture where the number of bu�ers is constant and each frame is stored ina separate bu�er.First, we compare the EFMwith the Arbitrary Deadline Model (ADM)when �xed-priority schedulingis used. The ADM is introduced by Lehoczky [8] and generalizes the regular task model by allowing tasksto have arbitrary deadlines. If deadlines D is a multiple of periods P and � = D=P , the utilizationbound approximates UAD = � ln �+1� when the number of tasks grows to in�nity. The number ofrequired bu�ers equals to � + 1 per task (the extra bu�er is for storing the frame being served). SinceUAD exceeds ln 2 (the bound for regular task systems with D = P ), employing the ADM can improveresource utilization. However, this model assumes constant execution time; in the case of bursty taskssuch as multimedia streams, the utilization still remains very low. Besides, when � grows, the ADMbound improves slower (see Figure 1 in [8]) and is always less than 1. Whenever the maximum utilizationfactor of a task system exceeds 1, applying the ADM cannot make the system schedulable no matterhow many additional bu�ers are provided. The EFM does not have this limitation. When the EFMis employed, k frames are combined into an enhanced frame, and the new maximum utilization factorbecomes UEF = �(Aki =(k � Pi)) where Aki denotes the arrival bound function of task i. Increasing kalways results in reducing the maximum utilization factor. As a matter of fact, when k ! 1, the tasksystem becomes schedulable since UEF approaches the average utilization which is smaller than ln 2 (thetesting bound for �xed-priority scheduling of regular tasks). Since only a constant number of framebu�ers is available, k is not allowed to become arbitrary large. When the EFM is employed, 2k bu�ersare necessary per task: k bu�ers for the enhanced frame being served, and the other k bu�ers for thearriving enhanced frame (without deadline postponement, each task needs two bu�ers: one for the framebeing processed, and another for the arriving frame).Taking into account that the amount of bu�ers is constant and that delays are not allowed to exceedsome requested values, we formalize the studied problem as follows:Problem 1 Given an irregular task system S = fTi = (�i; Pi; Di)j1 � i � ng, Di = Pi, arrival boundfunctions Aki , maximum allowed delays di where 1 � i � n, 2b frame bu�ers, and utilization bound U ,�nd a list (k1; k2; : : : ; kn) such that 2ki � Pi � di for 1 � i � n, �ni=1ki � b, and �ni=1(Akii =(ki � Pi)) � U .Using a separate bu�er for each frame can lead to ine�cient memory utilization when frame sizesvary a lot. Many architectures, such as ATM switches, employ a �xed-size bu�er space shared by alltasks. Below we formalize the studied problem for these con�gurations:Problem 2 Given an irregular task system S = fTi = (�i; Pi; Di)j1 � i � ng, Di = Pi, arrival boundfunctions Aki , maximum allowed delays di where 1 � i � n, bu�er space of size b, and utilization bound U ,�nd a list (k1; k2; : : : ; kn) such that 2ki �Pi � di for 1 � i � n, �ni=1Akii � b, and �ni=1(Akii =(ki �Pi)) � U .



2 IRREGULAR TASKS AND THE ENHANCED FRAME MODEL 6We prove that both the problems are as hard as the NP-complete Knapsack problem (See AppendixA for the de�nition of the Knapsack problem):Theorem 1 Problem 1 is NP-complete.Theorem 2 Problem 2 is NP-complete.Proofs of the theorems are given in Appendix B and Appendix C.Let us consider a set of video streams passing through an ATM switch. According to Theorem 2,no polynomial algorithm (unless NP = P ) exists to detect what size should be chosen for the enhancedframe of each stream so that the requested service could be guaranteed.Below we provide an approximation polynomial-time algorithm which solves Problem 1 and testsschedulability of an irregular task system. As it will be shown, this algorithm is e�ective in practice.The algorithm employs a list of tuples (T; F;R) where R is utilization reduction per additional framecaused by enlarging the enhanced frame of task T by F additional frames. The list is sorted in non-increasing order of R; tuples with the same value of R are sorted in non-increasing order of F . Givena task T , procedure Enlist takes into account bu�er and delay limitations, generates tuples for task T ,and inserts these tuples into the list. Initially, enhanced frames of all tasks are selected to contain oneframe. After creating the list by running Enlist on all tasks of the system, the algorithm searches for the�rst tuple (T1; F1; R1) such that F1 does not exceed the number of available bu�ers. If there is no such atuple, the algorithm claims that the task system is unschedulable. Otherwise, the enhanced frame of taskT1 is enlarged by F1 additional frames. This decreases the maximum utilization factor by F1 �R1. Thenall tuples corresponding to T1 are updated by removing old entries from the list and running Enlist on T1again. This sequence of looking for the �rst suitable tuple and updating the maximum utilization factor,the enhanced-frame sizes, and the tuple list is repeated until the maximum utilization drops below thetesting bound, or the list is empty, or no bu�ers remain available. In the former case, the task system isclaimed to be schedulable and the algorithm returns the sizes of the enhanced frames for each task. Inother cases the algorithm suggests that the system is not schedulable.A more formal description of the algorithm is as follows:Algorithm 1 Schedulability Testing and Construction of Enhanced Famesinput S = fTi = (�i; Pi; Di)j1 � i � ng: irregular task system;Aki : arrival bound functions, 1 � i � n;di: maximum allowed delays, 1 � i � n;b: half the number of frame bu�ers;U : resource utilization bound;



2 IRREGULAR TASKS AND THE ENHANCED FRAME MODEL 7type Tuples = recordTask: integer;AdditionalFrames: integer; fnumber of additional framesgRelativeDecrease: real; futilization reduction per additional framegend;var EnhancedFrameSize: array[1 : : :n] of integer; fnumbers of frames in the enhanced framesgTuple: Tuples;List: list of Tuples;fsorted in non-increasing order of RelativeDecrease; for equal values ofRelativeDecrease, it is sorted in non-increasing order of AdditionalFramesgUsedBu�ers: integer; fhalf the number of used bu�ersgInitialUtilization: real; finitial maximum utilization factor of the task systemgUtilizationDecrease: real; ftotal reduction of the maximum utilization factorgTask: integer;ExtraFrames: integer;procedure Enlist(Task: integer; List: list of Tuples);fgenerate tuples for Task and insert them into Listgvar CurrentSize, TestedSize: integer;CurrentUtilization, NewUtilization: real;NewTuple: Tuples;beginCurrentSize := EnhancedFrameSize[Task]; fsize of the current enhanced framegCurrentUtilization:= ACurrentSizeTask =(CurrentSize � PTask);fmaximum utilization factor for the current enhanced framegTestedSize := CurrentSize+ 1;while (TestedSize � CurrentSize+ b�UsedBu�ers) and (2 �TestedSize �PTask � dTask) dobeginNewUtilization := ATestedSizeTask =(TestedSize � PTask);fmaximum utilization factor for the tested enhanced framegif NewUtilization < CurrentUtilization thenbeginNewTuple.Task := Task;NewTuple.AdditionalFrames := TestedSize �CurrentSize;NewTuple.RelativeDecrease := CurrentUtilization�NewUtilizationNewTuple:AdditionalFrames ;



2 IRREGULAR TASKS AND THE ENHANCED FRAME MODEL 8insert NewTuple into List;end;TestedSize := TestedSize + 1;end;end;beginfor Task := 1 to n do EnhancedFrameSize[Task] := 1;finitially, every enhanced frame consists of one framegInitialUtilization := �ni=1(A1i =Pi);UsedBu�ers := n; finitially, 2n bu�ers are usedgUtilizationDecrease := 0;List := null;for Task := 1 to n do Enlist(Task; List);while (UsedBu�ers< b) and (UtilizationDecrease < InitialUtilization � U) dobegin fof the frame-enhancement loopg�nd the �rst Tuple in List such that Tuple:AdditionalFrames � b�UsedBu�ers;if Tuple = nullthen break; fleave the loop and notify that the system is unschedulablegelsebeginTask := Tuple.Task;ExtraFrames := Tuple.AdditionalFrames;EnhancedFrameSize[Task] := EnhancedFrameSize[Task] +ExtraFrames;UsedBu�ers := UsedBu�ers+ExtraFrames;UtilizationDecrease :=UtilizationDecrease+ExtraFrames�Tuple:RelativeDecrease;remove from List any Tuple such that Tuple:Task = Task;Enlist(Task; List);end;end; fof the frame-enhancement loopgif (UtilizationDecrease < InitialUtilization � U)then return(\The task system is unschedulable")else return(\The task system is schedulable", EnhancedFrameSize[1 : : :n]);end.The complexity of Algorithm 1 is O(nb2(n+ b)).



3 MULTIFRAME TASK MODEL 9After each iteration of the frame-enhancement loop in Algorithm 1, the achieved total utilizationreduction would be the largest if the number of bu�ers would be exactly 2�UsedBu�ers. This statementcan be proven by transforming an arbitrary set of n enhanced frames consisting of UsedBu�ers originalframes to match the con�guration speci�ed in EnhancedFrameSize[1 : : :n] without increasing themaximum utilization factor.When Algorithm 1 claims that a task system is unschedulable, two cases can occur: List is empty,or there is no more bu�ers available. In the �rst case, the utilization factor is larger than the utilizationbound U even after the best possible sizes were chosen for the enhanced frames. Thus, there is no solutionfor Problem 1 indeed. For the second case, let Tuple be the �rst tuple in List. Assume that the numberof bu�ers equals to 2b0 where b0 = UsedBu�ers+Tuple:AdditionalFrames. The maximum utilizationreduction is achieved by adding Tuple:AdditionalFrames into EnhancedFrameSize[Tuple:Task].The new utilization U 0 = InitialUtilization � (UtilizationDecrease + Tuple:AdditionalFrames �Tuple:RelativeDecrease) is no larger than the least utilization achievable with 2b bu�ers. Hence, ifU 0 > U , there is no solution for Problem 1. If U 0 � U and Problem 1 has a solution, the utilization factorfor that solution Usolution is at least U 0. In other words, U 0 � Usolution � U � InitialUtilization �UtilizationDecrease. This means that if Algorithm 1 claims that a task system is unschedulable,it is very likely that there is no solution for the problem. When such a solution exists, its maximumutilization factor lies between U 0 and U .3 Multiframe Task ModelThe previous section introduces the task bu�ering technique. When applied to an irregular task system,this method can characterize the execution requirements more precisely by using the Enhanced FrameModel and, therefore, can achieve better resource utilization. Unfortunately, task bu�ering relies onpostponement of task deadlines. When current delay bounds may not be extended, this method isnot able to yield considerable improvement. This feature restricts applicability of the task bu�eringtechnique. Besides, this solution improves utilization of one resource (processing power, network linkbandwidth) by essentially decreasing utilization of another one (bu�er space). Even though memory isnot as scarce as processing power, wasting of bu�er space is not a desirable side e�ect. The approachwe present below is free from this 
aw and is based on the fact that large frames of a task occurintermittently with smaller frames located in between. For instance, video streams encoded in theMPEG standard consist from big I-frames followed by a number of smaller B-frames and P-frames. Bytaking this internal structure of tasks into account explicitly, one can derive higher utilization bounds.It allows us to recognize schedulability of many systems which were considered unschedulable when thetasks were described either by the regular periodic model or by the EFM.[11] introduces aMultiFrame task Model (MFM), studies this model when �xed-priority scheduling is



3 MULTIFRAME TASK MODEL 10employed, and obtains a much better utilization bound than the testing bound for the regular periodicmodel. The major results of that paper are summarized below. Please see [11] for details.De�nition 3 A multiframe real-time task is a tuple (�; P ) where � is an array (C0; C1; : : : ; CN�1)of N � 1 execution times, and P is the minimum separation time, i.e. the ready times of two consec-utive frames must be at least P time units apart. The execution time of the i-th frame of the task isC((i�1) mod N) where i � 1. The deadline of each frame is P time units after its ready time.For example, T1 = ((3; 2); 4) is a multiframe task with the minimum separation time of 4. Oddframes have the execution time of 3 while execution of an even frame requires 2 time units.Unlike traditional task models which assign the maximum execution time to each frame, the MFMtakes into account 
uctuating execution requirements of multimedia tasks. As a result, more multimediatasks can be scheduled and higher resource utilization is achieved.Below we de�ne what it means for a multiframe task to be accumulatively monotonic:De�nition 4 An array (C0; C1; : : : ; CN�1) of execution times is said to be accumulatively mono-tonic (AM) if 9 m 2 (0 : N � 1) such that 8 i; j 2 (0 : N � 1) : �m+jk=mC(k mod N) � �i+jk=iC(k mod N).A multiframe task T = ((C0; C1; : : : ; CN�1); P ) is said to be AM if its array of execution times is AM.A frame with execution time Cm is called a peak frame of T .Since every multiframe task can be represented as an AM multiframe task, we assume that allconsidered tasks satisfy the AM property. Without loss of generality, we also assume that the �rst frameof each multimedia task is its peak frame.The following de�nition introduces the notion of irregularity factors of a multiframe task and amultiframe task system:De�nition 5 Let S = fTi = ((C0i ; C1i ; : : : ; CNi�1i ); Pi)j1 � i � ng be a multiframe task system.An irregularity factor of task Ti is de�ned to be ri = 8<: C0iC1i if Ni � 21 if Ni = 1r = minni=1 ri is called an irregularity factor of task system S.Let us consider �xed-priority scheduling of a multiframe task system. Because execution requirementsof higher priority tasks are described more precisely, a multiframe task has a better chance to pass thecritical instance test than an analogous regular task. This leads to a higher utilization bound:Theorem 3 ([11]) For �xed-priority scheduling of systems containing n multiframe tasks, r�n�(( r+1r ) 1n�1) can be used as a utilization boundIf r = 1, the derived bound is the same as the famous n(2 1n � 1) bound for regular task systems.The larger the irregularity factor r of a multiframe task system is, the higher the utilization bound



4 EXPERIMENTS 11name Max-I Max-P Max-B Ave Frame No. Frame Patternbike.mpg 116288 75752 26184 34270 150 IBBPBBtennis.mpg 223320 167200 50672 66452 150 IBBPBBmobile.mpg 165352 68112 44624 38336 150 IBBPBBPBBPBBPBBcanyon.mpg 26752 21120 7496 7936 1758 IBBPBBjfk.mpg 65184 56392 32368 21905 156 IBBPBBRed~.mpg 211680 222504 143000 23933 1200 IBBBBBBBBBPBBBBBBBBBPBBBBBBBBBTable 1: Characteristics of 6 MPEG video clips (frame sizes are in bits)becomes. For instance, when r = 3 and systems consist of ten tasks, the bound is 22% higher than onefor analogous regular task systems.4 ExperimentsThis section quantitatively evaluates bene�ts of employing the proposed task models. Unless speci�edotherwise, the presented results are obtained in the context of rate-monotonic �xed-priority scheduling.We simulate real-time transmission of MPEG video streams over a network link with a �xed bandwidth(note that our experiments can be interpreted more generally as real-time processing of MPEG videostreams in a system with some �xed processing ability). The video streams consist of periodic frames;each frame has to be sent before the arrival of the next frame. Every MPEG stream is composed of threetypes of frames (I-frame, P-frame, and B-frame) occurring with some repeating pattern. The size of anI-frame is usually bigger than ones of P-frames. I-frames and P-frames are much larger than B-frames.We use forty �ve di�erent MPEG video clips in our experiments. Parameters of some of the streams areshown in Table 1.Every video stream is represented as a task. When a stream is modeled as a regular task, the periodand deadline of this task are the same as the interval between two successive frames of the stream; theexecution requirement of the regular task is equal to the size of the maximum frame in the stream dividedby the link bandwidth. When a stream is modeled as a multiframe task, the minimum separation timeequals to the gap between two successive frames of the stream; the array � of execution times is of thesame length as the repeating pattern of the stream; each execution time in � is equal to the maximumsize of the corresponding frame in the repeating pattern divided by the bandwidth. Patterns of theconsidered video streams are such that all constructed multiframe tasks possess the AM property.To solve the problem of the limited amount of frames in each stream, we repeat the clip over andover again to make the stream duration su�ciently long.In general, our simulations are performed using the following three steps:
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owfor most of overloaded systems. However, some overloaded systems can be considered as schedulablebecause they miss a frame deadline for the �rst time already after the simulation is stopped. Therefore,the reported maximum load can slightly exceed the actual allowed maximum load.The average utilization factor Uave of simulated task systems is calculated more conservatively thanimplied by its de�nition. Instead of considering all frames of a video stream, our calculation of Uave foreach stream is based on its repeating pattern and maximum sizes of I-frames, P-frames, and B-frames.First, we compare actual utilization reported during the simulation with utilization achieved whenthe video streams are described using the regular task model and schedulability is tested based on then(2 1n � 1) bound. Figure 1 shows that the actual average utilization factor (Average Actual) is muchlarger than the average utilization factor when the schedulability test is employed (Average Bound).The same is true for achievable maximum utilization: the actual maximum utilization factor (MaximumActual) is much bigger than the maximum utilization factor reachable by the bound-based method(Maximum Bound). As the link bandwidth increases, achieved resource utilization grows. It happensbecause irregularities of individual video streams are smoothed out by combining a larger amount ofstreams into the task system. The main conclusion of this experiment is that using the regular taskmodel and the n(2 1n � 1) bound leads to ine�cient resource utilization.The next experiment studies an impact of task bu�ering on resource utilization. When the maximumutilization factor is larger than the testing bound, additional bu�ers are introduced and Algorithm 1
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A DEFINITION OF THE KNAPSACK PROBLEM 16AppendixA De�nition of the Knapsack problemProblem 3 (Knapsack) Given a �nite set U , a \size" s(u) 2 Z+ and a \value" v(u) 2 Z+ for eachu 2 U , and positive integers B and K, is there a subset U 0 � U such that �u2U 0s(u) � B and such that�u2U 0v(u) � K? [5]B Proof of Theorem 1Problem 1 is in NP since we can guess n integer numbers ki; 1 � i � n, and test whether �ni=1ki � band �ni=1(Akii =(ki � Pi)) � U in linear time of n.Problem 1 is NP-hard. We can polynomially reduce the NP-complete Knapsack problem to Prob-lem 1.We transform each u from an instance of the Knapsack problem into an irregular task T = (�; P;D)such that D = P , the (s(u) + 1)-th frame of the task has execution time 1, all frames after both(s(u) + 1)-th and B-th frames have execution time 0, and all other frames have execution time Cmax =1 + (s(u) + 1) � v(u) � P=M where M and P are as speci�ed below. T is an irregular task. Its maximumutilization factor is Cmax=P . Its average utilization equals to 0. Figure 5 illustrates execution times ofT for three di�erent cases. Note that there is only one way to reduce the maximum utilization factor ofT : (s(u) + 1) frames have to be combined into one enhanced frame. This reduces the utilization factorby Cmax=P � (s(u) �Cmax+1)=((s(u)+1) �P ) = (Cmax�1)=((s(u)+1) �P ) = v(u)=M . For the resultingirregular task system, we choose b = B + n and select M and P such that U = �(Cmax=P )�K=M andCmax=P � 1. For each task T , either (s(u) + 1) frames are combined into an enhanced frame or theenhanced frame remains to consist of one frame. Thus, k is either 1 or s(u) + 1. Corresponding valuesof the arrival bound function are A1 = Cmax and As(u)+1 = s(u) � Cmax + 1.If Problem 1 can be solved for the constructed irregular task system, we have a number k for eachtask T such that �k � b, and �Ak=(k � P ) � U . For each task T , k is either 1 or s(u) + 1. Itmeans that we have a set U 0 of u such that �u62U 01 + �u2U 0(s(u) + 1) � b, which implies �u2U 0s(u) �B, and �Ak=(k � P ) = �u62U 0Cmax=P + �u2U 0((s(u) � Cmax + 1)=((s(u) + 1) � P )) � U . This means�u62U 0Cmax=P+�u2U 0(Cmax=P�v(u)=M) � �(Cmax=P )�K=M . Therefore, we have �u2U 0(v(u)) � K.This is exactly a solution for the original Knapsack problem.Thus, Problem 1 is NP-complete. QEDC Proof of Theorem 2This proof is similar to the proof of Theorem 1 and is done by reducing the Knapsack problem toProblem 2.
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maxFigure 5: Three possible structures of irregular tasksProblem 2 is in NP since we can guess n integer numbers ki; 1 � i � n, and test whether �ni=1Akii � band �ni=1(Akii =(ki � Pi)) � U in linear time of n.Problem 2 is NP-hard. We can polynomially reduce the NP-complete Knapsack problem to Prob-lem 2.We transform each u from an instance of the Knapsack problem to an irregular task T = (�; P;D)such that D = P and the task has only two kinds of execution times Cmax = 2P � v(u)=M + s(u) andCmin = s(u) where M and P are as speci�ed below. The task switch between these two executiontimes frame by frame. T is an irregular task. Its maximum utilization factor is Cmax=P . Its averageutilization is (Cmax + Cmin)=(2P ). There is only one way to reduce the maximum utilization factorof T : two frames have to be combined into one enhanced frame. This reduces the utilization factorby Cmax=P � (Cmax + Cmin)=(2P ) = v(u)=M . For the constructed irregular task system, we chooseb = B+�Cmax and select M and P such that U = �(Cmax=P )�K=M and Cmax=P � 1. For each taskT , either two frames are combined into an enhanced frame or the enhanced frame remains to consistof one frame. Thus, k equals to either 1 or 2. Corresponding values of the arrival bound function areA1 = Cmax and A2 = Cmax + Cmin.If there is a solution for Problem 2, we have a set U 0 of u for which some corresponding tasksmay have two-frame enhanced frames while the others have one-frame enhanced frames. We have:�Ak = �u62U 0Cmax + �u2U 0(Cmax + Cmin) � b and �(Ak=(k � P )) = �u62U 0Cmax=P + �u2U 0((Cmax +Cmin)=(2P )) � U . The �rst inequality can be reduced to �Cmax+�u2U 0Cmin � B+�Cmax and furtherto �u2U 0s(u) � B. The second inequality can be reduced to �(Cmax=P )��u2U 0((Cmax�Cmin)=(2P )) ��(Cmax=P )�K=M and further to ��u2U 0(v(u)=M) � �K=M which can be written as �u2U 0v(u) � K.This is exactly a solution for the original Knapsack problem.Therefore, Problem 2 is NP-complete. QED


