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ABSTRACT .
Rate adaptation in WiFi networks has received significaerhéibn 65 | % gig 22: T
recently. However, most existing work focuses on seledtiegate E [}
to maximize throughput. How to select a data rate to miniraize 2, 97 -]
. . . . [}
ergy congumptlon isan |mp0|.rtant yet under-exlplored top‘!lgls SE 557 m,
problem is becoming increasingly important with the raypiot- 85 5ot B...
i . i
creasing popularity of MIMO deployment, because MIMO ddfer ST 4l X TTT— &
diverse rate choice®§., the number of antennas, the number of S
streams, modulation, and FEC coding) and selecting theopfpr S 40
ate rate has significant impact on power consumption. 35 : : : : : :
In this paper, we first use extensive measurement to develop a 0 0z 04 06 08 1 12 14

simple yet accurate energy model for 802.11n wireless cdiusn
we use the models to drive the design of an energy-awaredage a
tation scheme. A major benefit of a model-based rate adaptisti
that applying a model allows us to eliminate frequent proines
many existing rate adaptation schemes so that it can quackly
verge to the appropriate data rate. We demonstrate theieéieess
of our approach using trace-driven simulation and real émn-
tation in a wireless testbed.
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1. INTRODUCTION

Motivation:  Multiple Input Multiple Output (MIMO) is an ex-
citing breakthrough that offers large capacity increaseniceless
networks. For example, the current IEEE 802.11n standdsufi-

Single antenna tx time (ms)

Figure 1: % reduction in transmission time for MIMO needed
over SISO for energy improvement.

While MIMO provides a large capacity gain, using multiple an
tennas can consume significantly more energy, which is imdes
able for mobile devices [11]. For a fixed number of antennes, r
ducing the transmission time always results in a decreasedrgy
consumption. But for the same transmission time, the eneogy
sumed by multiple antennas is much higher than a single aaten
This is because MIMO transmission requires additional ward
and RF chains for MIMO processing, which increases energy co
sumption. On the other hand, using multiple antennas reduce
transmission time by allowing multiple data streams tograit si-
multaneously. Hence, there is a trade-off between minimgithe
transmission time using multiple antennas and the additien-
ergy cost associated with using multiple antennas.

Figure 1 compares transmission time of a single antenna with
that of using two and three antennas. The plot is based on the
transmitter energy model for Intel 5300 WiFi card, which e
sented in Section 3. The x-axis shows transmission time ioicges
antenna transmission. The y-axis shows the percentagerds-tr
mission time that two and three antenna MIMO transmissioastm

ports up to 4 antennas and data rates of up to 600Mbps. The up_reduce in ordgr for them to havg the same energy as the singlle a
coming IEEE 802.11ac standard plans to increase the nuniber o {€nna transmission. From the figure, we can see that for desing

antennas up to 8 to achieve 10Gbps.

Permission to make digital or hard copies of all or part o thbrk for personal or
classroom use is granted without fee provided that copeesar made or distributed
for profit or commercial advantage and that copies bear thiise and the full cita-
tion on the first page. Copyrights for components of this waslined by others than
ACM must be honored. Abstracting with credit is permitted.cbpy otherwise, or re-
publish, to post on servers or to redistribute to lists, nepuprior specific permission
and/or a fee. Request permissions from permissions@agm.or

MobiHoc' 13, July 29-August 1, 2013, Bangalore, India.

Copyright 2013 ACM 978-1-4503-2193-8/13/07 ...$15.00.

antenna transmission time 0f2ms, using 3 antennas is only ben-
eficial if the transmission time can be reduced by more th&h.68
In comparison, for transmission time bBms, the number reduces
to 50%. Sointhe best case scenario where the three antehh@ Mi
transmission uses the same modulation and coding rate sintie
antenna transmission but transmits three streams, thentrssion
time will decrease by 66% and exceed the minimum required 50%
reduction in transmission time, therefore leading to eyeaying.
The above examples indicate that there is no single settiag t
minimizes energy in all cases and a single antenna doeswaysl
lead to minimum energy. The exact rate and antenna configorat
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Figure 2: Circuit diagram of measurement setup for Intel card

that minimize energy depends on a number of factors, sudteas ¢
nel condition, wireless card energy profile, and frame sizgese
factors explored in detail in section 5. Therefore it is atiséto
have a comprehensive understanding about how energy cpasum
tion relates to these factors and design a rate adaptatiemscthat
automatically selects the rate to minimize energy accaorttnthe
current network condition and wireless device.

Our approach: In this paper, we first conduct extensive measure-
ments using different wireless cards to understand théoakhip
between the data rate and resulting energy consumptionmaiar
observation is that for a fixed number of antennas, the ermgy
sumed in transmitting or receiving a frame is proportiomathte
expected transmission time (ETT) [8]¢, the total amount of time
required to successfully deliver a frame to the receivenyl the

Intel Atheros Phone
A 0.24 X niy + 0.425 X MIMO + 1.02 0.38 X n¢z + 0.108 1.53
B 0.045 X n¢z + 0.108 0.040 X nty + 0.062 0.036
[¢] 0.30 X npe + 0.61 0.142 X nyp + 0.30 1.23
D 0.064 X n,p + 0.167 0.048 X n,z + 0.106 0.002

Table 1: Parameters in the energy models.

to the wireless card using a Monsoon power monitor [26], Whic
measures the current using a 56 milli-Ohm resistor. The powe
monitor samples instantaneous power at the rate of onengadr
microsecond and returns a maximum power value for every,:200
period. We measure energy consumption of the embedded wire-
less adapter in a mobile phone by bypassing the battery aughdr
connector and supplying power to the phone as a whole using th
same power monitor.

To control the frames involved in transmissions and to avoid
expected frames, we use UDP packets, set retransmissieshthr
old to zero, and turn off RTS/CTS. We vary data rate and amtenn
configuration by modifying device drivers of the Intel anchAtos
cards. To force the phone into a particular data rate, we oseAP
daemon [15] as our access point and let it advertise onlyghe r
quired data rate in beacons.

3. MEASUREMENT-BASED MODEL

We collect and analyze power measurements from a variety of
transmission and reception configurations. We vary the draire
from 250 to 1500 bytes. For Intel iwl5300 card, we collect pow
measurements for all high throughput (HT) 11n data ratesgusi

slope of the energy consumption versus ETT depends on the num One, two, and three antennas supported by the card. The same p

ber of antennas being used. Based on these insights, wedevel
simple yet accurate model to predict the energy consumptizn

a specified rate is used. We then develop a model-driven date a
tation scheme on top of the model to select the rate that o
energy consumption. In addition, we also design a simplanar
that can effectively trade off between energy and throughje
evaluate our approach using trace-driven simulation aatine
plementation. Our results show that our approach yield3504-
energy savings compared with the existing approaches.

Paper outline: The remainder of this paper is organized as fol-
lows. We describe our measurement methodology in Sectidve2.
present our energy model in Section 3, and develop a modelrdr
rate adaptation in Section 4. We evaluate our approach tsiog-
driven simulation in Section 5 and using testbed implent@ntan
Section 6. We overview related work in Section 7. We conclade
Section 8.

2. MEASUREMENT METHODOLOGY

To derive power models, we conduct fine-grained power mea-
surements for the following wireless cards: (i) Intel 530G &ties
wireless adapter [16], (ii) Atheros 802.11n wireless a€elgpand
(iif) embedded IEEE 802.11b/a WiFi device on a Windows Mebil
smartphone with a single antenna. The first two are commadgg u
in laptops and can transmit or receive using up to three aaten
The third one is used to verify if the energy model carriesr dwe
the embedded WiFi device on a phone. Since multi-antenna WiF
devices for smartphones were not available in the markaedirne
of our study, we use a single antenna device.

To measure the power consumption of the wireless adapts,car
we use a desktop computer equipped with a PEX1-MINI PCI Ex-
press X1 Bus to PCI MINI Bus adapter [24]. It allows us to by-
pass the PCI bus power supply, and powers the wireless cards u
ing an external source as shown in Figure 2. We supply the powe

cess is repeated for the Atheros card and the phone. Figuned 3
4 plot the energy consumption versus the expected transmiss
time (ETT) [8], which is defined as the expected time requiced
successfully transmit the frame from the source to the wlatstin.
ETT can be computed as

1

ETT =2
rl—op

I

wherep denotes the frame loss rate denotes the data rate, and

s denotes the frame size. As we can see, in all the figures, the
energy consumption is proportional to the expected trassion
time (ETT) [8]. The slope of the line depends on the number of
transmitting and receiving antennas being used. This Holdall
three cards we use.

Based on these observations, we develop simple energy snodel
by performing least-square fitting to find the coefficientst thest
match the energy consumption of the different cards. Theggne
models are as follow:

Eww =AXETT+ B
E..=CxETT+D

@)
@)

where the parameters in the moddlsB, C, D vary across differ-
ent wireless cards and are shown in Table 1.

We make several observations. First, the energy consumistio
a linear function of ETT, as mentioned earlier. The slopecdes
on the number of transmitting or receiving antennas. Thig-s
tuitive since using more antennas consumes more energyhand t
amount of extra energy that is consumed relates to how loag th
antennas are used. The y-intercept of the linear functifects a
constant processing cost for each frame regardless oftheition.
Second, the exact parameters across different cards atardort
not identical. For example, the Intel transmitter requmasaddi-
tional paramete®/ I M O, which indicates whether MIMO mode
is enabled. This is a well documented anomaly of the Inted,car
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Figure 4: Measured energy consumption under different recption configurations as a function of ETT.

where two antennas turn on almost all the hardware requoed f
three antennas, with only 5% energy difference between twib a
three antennae configurations. This is also reported in [The
model for the phone is similar in spirit to the other cardst 8oce
we do not have a smartphone with an embedded MIMO enabled
Wi-Fi card, we cannot separate which partsdrand B are from
ntz andn,,. The values for the phone are higher than those of
the other two cards under 1 antenna because the measurgg ener
from the phone includes everything, such as display, CPuedls
as wireless cards. Third, the energy consumption dependiseon
number of antennas, but not the number of streams. For erampl
as shown in Figure 4(a), the energy consumptions under Rzase
using 1, 2, and 3 streams are identical and overlap; sipifarl2
antennas using 1 and 2 streams. Finally, we note that ouiveece
energy model is conservatived,, it may sometimes over-estimate
the energy consumption). This is because depending on vihere
reception fails €g., if preamble detection fails, the receiver will
stop further processing the signals and the energy consumigt
likely to be lower than that of a successful reception). \Weseo-
vatively assume every transmissions (regardless faibrssccess)
consumes the same amount of receiving energy. Since preambl
are quite reliable compared to data symbols, which may beagen
a higher data rate, the approximation error is likely to balsm

Table 2 shows mean absolute percentage error (MAPE) of our
energy models versus the measurement data, defined as

MAPE = mean(| z

|)7

wherex andz’ are the actual and estimated energy consumption,
respectively. As we can see, the error is consistently bé&lehy
indicating a close match.

4. ENERGY-AWARE RATE ADAPTATION

In this section, we develop an energy aware rate adaptatmn p
tocol based on the energy models. Our goal is to select tlealizt

Card transmission reception
Atheros 3.4% 1.3%
Intel 0.65% 1.4%
Phone 4.9% 3.6%

Table 2: Mean absolute percentage error of energy models.

for the next transmission in order to minimize the energyscomp-
tion. In IEEE 802.11n, the data rate is defined as Modulatiwh a
Coding Scheme (MCS), which specifies the modulation, FEC cod
ing, and antenna configuration. To achieve this goal, theopob
first obtains Channel State Information (CSI) seen by theivec,
then computes the delivery ratio and energy consumptioanatit
ferent MCS, and selects the MCS that yields the lowest etiina
energy. Below we describe each step in detail.

Channel State Information (CSl): IEEE 802.11n standard spec-
ifies how to calculate and report CSI. The CSI values are acoll
tion of M x N matricesH, each of which specifies amplitude and
phase between pairs 6f transmit and\/ receive antennas on sub-
carriers. SN R and amplituded have the following relationship:
SNR = 10log10(A%/N), whereN denotes the average power of
white noise. For example, Intel Wi-Fi Link 5300 (iwl5300)EE
a/b/g/n wireless network adapters collects the CSI of eeaimd
preamble across all subcarriers for up to three antennas.

Using the CSl values, we calculate the post-processed SPIR (p
SNR) values for each subcarrier under every supportednians
sion configuration. The post-processed SNR is the SNR vdiue o
tained after MIMO decoding. In MIMO, since a transmitted sym
bol is received on multiple antennas, the final SNR expe&éy
the symbol is the combination of the multiple receptions tred
combined SNR dictates whether it will be decoded corredtliyr
spatial multiplexing modes, we use a Minimum Mean Squared Er
ror (MMSE) equalizer to calculate the post-processed SNie. T
SNR value for then!" stream on subcarrierafter MMSE equal-
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wherep is the uncoded BER{.. is the minimal hamming dis-

Table 3: BER for different modulations as a function of SNR tance between two coded sequences, @ant the number of in-
correct paths of hamming distandethat diverge from the cor-
ization can be written as: rect path and then re-merge sometime later [10]. The coddé’l BE
value can then be used to approximate the frame error rafR)(&E
SNRMMSE _ B 1 3 1 — (1 — BERodea)* assuming independent bit error rate, where
" N¢No i 5\ - L is the frame size.
{ + (Nt No ) ] _— To further enhance performance, Partial Packet Recov@iR PL7]

is proposed to let a receiver extract correct bits from aglrcor-

whereE, is the total transmission energy across all transmit anten- "Upted frame. When PPR is used, our goal is to maximize the ex-
nas,NV; is the number of transmit antenna is the noise power, ~ Pected number of delivered bits, which can be computed as

H is the channel matrix for subcarrier(H;; is the channel coef- ~ HeaderLoss)(1—BERuncodea) x L', whereHeader Loss is the
ficient of the j-th transmitting antenna toth receiving antenna), 0SS rate of the frame headér, s the payload size, an E Runcodca
I is an identity matrix, andZ*’ is the Hermitian transpose df is uncoded BERBE Runcoded is Used since the FEC is no longer
matrix. The pp-SNR expression in equation 3 is applicablefo useful for a corrupted frame.

cases, including when the number of spatial streams is ¢qtia¢ Estimating energy consumption: To accurately estimate the en-

number of transmit antennasv{s = N;) and when the number  ergy consumption, an AP or a back-end server should keefdea tab
of transmit antennas is less than or equal to the number efveec  of the energy models for commonly used Wi-Fi cards. Whenever
antennas §; < N,). Hence, equation 3 is used for all receive a new client arrives, it checks the make and model of the wire-
diversity cases sincd; < N, is for receive diversity. less card based on either explicit feedback or passive titeteaf

The calculation of pp-SNR for transmit diversity modes dejse 802.11 wireless drivers [9] or fingerprinting techniqueg][@sing
on the mechanism used to achieve diversity. The two supporte 802.11 protocol fields. For example, “more fragments”,r{retor
mechanisms in IEEE 802.11n are Space Time Block Coding (3TBC “power management” bits in the protocol field reveals theelgiss
and Cyclic Delay Diversity (CDD). For STBC, which providaslf card information. Then it computdsT'T based on frame loss rate

diversity, the pp-SNR can be calculated as: and applies the corresponding energy model to derive theggne
consumption for the next transmission under different M@8en
B M a client's wireless card has unknown energy profile, it issfiule
NRSTBC — _—= hiil? 4 to infer the energy model based on data transmissions. FEon-ex
SNR Nove 2o 2 sl “

ple, the AP can let the client report the energy consumpttom a

few data rates under different numbers of antennas to dstitha

slope in the energy model. The model is then inserted to thle ta

and can be updated as more measurements become available. As
part of our future work, we plan to investigate how quickly @an

infer the energy model using such online measurement.

i=1 j=1

whereh;; is the channel coefficient of theth transmitting antenna
to ¢ receiving antennay; and N,- are the numbers of transmit and
receive antennas, respectively.

For CDD modes, the SNR can be estimated by [5]:

MCS and Antenna Selection: Based on the frame error rate cal-

Ny | N 2 . .
§NRCDPD — Es Z - h. eﬁﬁécym ®) culated for all MCS, we identify the MCS that have a reasomabl
s N¢ Ny — = ik delivery rate €g., 90% or above). Among these MCS, we select

the MCS that yields the minimum energy. Note that we can easil
whered,, ) is the delay defined by the IEEE 802.11n standard incorporate different objectives in this process, such imémizing

for cyclic delay transmission for transmit antenha N ;. is the energy or minimizing energy subject to throughput constrigg.,
FFT size, ands is the subcarrier index. It should be noted that throughput is withinX % from the optimal throughput, wher¥
Equation 5 depends on the subcarrier index. is a configurable knob), or other combinations of throughgnd

energy. In our evaluation, we also consider several varittrdt
Computing loss rate: To compute the loss rate, we first map the jointly optimize energy and throughpuit.
pp-SNR of each subcarrier to the uncoded BER using the well-
known relationship between SNR and BER as shown in Table 3.
Then to take into account the frequency diversitg.(SNR varies 5. TRACE DRIVEN SIMULATION
across different subcarriers), as [12] suggests, we CaTyudr- We first evaluate various rate adaptation schemes using-trac
age BER across all the subcarriers. Next we derive the BER aft  driven simulation. We quantify the performance of differschemes
FEC coding using the error-probability upper bound defined f  in terms of their energy consumption and throughput.
the Viterbi decoder to map the uncoded BER to coded BER. The

Viterbi decoder’s probability of bit error is upper boundesl fol- 5.1 Simulation Methodology
lows according to [27]: We develop a simulator in python using the CSl traces. Fdn eac
frame, the data rate is selected according to differentadéption
oo schemes. Then we determine if the frame is successfullyvezte
BERcoded(p) = z aq.Pa(p) (6) using pp-SNR and taking into account FEC. The simulator also

d=dj e supports Partial Packet Recovery (PPR), which uses unddd&d
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Figure 5: Transmitter Energy comparison in static networks.
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Figure 6: Receiver Energy comparison in static networks.

to determine the number of bits correctly received. We compize ETpuB0 means minimizing energy while ensuring throughput
following rate adaptation schemes: is at least 80% of the maximum throughput.

The energy consumption is derived using the energy models fo
e Sample Rate (SRate):Sample Rate [3] is a widely used rate  Intel and Atheros as described in Section 3. We collect tbhea-
adaptation scheme. It probes the network at a random ratg eve nel traces from static environments, and another threesriiom
10 frames and selects the rate that minimizes transmissi@ent  mobile environments with human walking speed. The three mo-
including retransmission time. Its goal is to maximize tigb- bile traces are collected in an office environment using lingpv
put without considering energy consumption. We implemanta receiver and 3 static senders. The three static sendersreagv@y
extended version of Sample Rate which supports MIMO trans- from each other. Each trace corresponds to one of the thneleise
mission modes. The original Sample Rate starts at the Highes transmitting while the receiver is moved at a walking speed.
rate and reduces the rate based on channel conditions. We ex- We use Intel Wi-Fi Link 5300 (iwl5300) IEEE a/b/g/n wireless
tend this idea and start at the highest rate using all angenna network adapters to collect the CSI of each frame preambtesac
and then reduce or increase the MCS or the number of antennasall subcarriers. These NICs have three antennas. We enliible a
based on throughput of the previous transmissions. three antennas at both the sender and receiver. The modified[d 3]
reports the channel matrices for 30 subcarrier groups, twhic
about one group for every two subcarriers in a 20 MHz channel
according to the standard [1].€, 4 groups have one subcarrier
Each, and the other 26 groups have two subcarriers each)s&Ve u
1000-byte packets and MCS-16, with a transmission powebof 1
dBm. MCS-16 has 3 streams, so the NICs report CSl in the form
of 3 x 3 matrices for each frame.

e Maximum Throughput (MaxTput): Maximum Throughput 5.2 Simulation Results
rate adaptation uses the rate selection scheme in Sectiégm-4.  Static networks: First, we evaluate the performance in static net-
like energy minimization scheme, it picks the MCS that maxi- works using three traces collected in a static environmé&sch
mizes throughput. trace contains 2000 CSI samples. Figure 5 plots the thraiighp
and energy consumption for the transmitter. As we can seB; co

s pared to the scheme that maximizes throughput, the enevgyea
rate adaptation scheme consumes 14-24% less energy fartéhe |
card and 25-35% less energy for the Atheros card. The through
put loss for both cards is 10-22%. Compared with EffectivdRSN

e Minimum Energy with Throughput Constraint (ETput X): and Sample Rate, minimum energy reduces transmitter egrgy
This scheme aims to select the MCS that minimizes the energy 17-31% for the Intel card and 26-39% for the Atheros card evhil
provided the throughput is no less thai% of the maximum the throughput loss is 1-19%. The energy saving is higher and
throughput. We vary to yield different variants. For example,  throughput reduction is lower in the latter cases becau$ecEf

o Effective SNR (EffSNR):[12] proposes selecting the data rate
based on effective SNR derived from the CSI values. It com-
putes the post-processed SNR for each subcarrier and maps i
to BER. Then it calculates the average BER across all subcar-
riers and converts the average BER to effective SNR with the
same BER. Effective SNR also aims to maximize throughput
and does not consider energy consumption.

e Minimum Energy (MinEng): Minimum Energy is our pro-
posed rate adaptation scheme from Section 4. It picks the MC
that minimizes the energy consumption while ensuring theé
delivery rate is above 90%.
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tive SNR or Sample Rate are not optimal for either througtgput G2 ant
energy. ETpuk balances the throughput and energy. For exam-
ple, compared with the maximum throughput scheme, ETput80,
which minimizes energy while ensuring at least 80% of theimax
mum throughput, saves energy of up to 10% and 13% for the Intel
and Atheros transmitters, respectively, while reducimgpughput
within 1%. Moreover, OracleMinEng and OracleMaxTput know
the exact CSI of the next frame and eliminate the performance
degradation caused by prediction error. As we can see, thie CS
prediction error causes only 1-2% more energy consumptich a
1-2% throughput reduction, indicating the impact of prédit er-

ror is small.

Figure 6 shows the performance results for the receiver. -Com
pared with the scheme that maximizes throughput, the erexgye 1
rate adaptation scheme reduces the receiver's energy Bp%Zb- 0.8
for the Intel card and 30-37% for the Atheros card at the cbst o 0.6
10-26% throughput reduction. Compared with Effective SME a 04
Sample Rate, minimum energy reduces receiver energy bp26-4 '
for the Intel card and 30-44% for the Atheros card while thetlgh- 02
put loss is 1-23%. As before, ETputX balances energy andgfiro 0
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put: ETput80 reduces energy by 10% and 13% for the Intel and 02307 S0%3TT B0R3TE
Atheros receivers, respectively, with almost no throughpss. In *TE2@85% ""2888 "T"288%
addition, compared with OracleMinEng and OracleMaxTput; M static 1 static 2 static 3

nEng incurs only 1-4% more energy and 1-5% throughput loss.
Figure 11 shows the number of antennas used by each scheme.
We can see that the energy-aware rate adaptation tends tmese
antenna to minimize energy consumption. Meanwhile, it alses
two antennas in some cases whenever the reduced transmissio
time can offset the additional energy required by an exttara@. by 40-429% for the Atheros card. These energy savings are\ahi
The maximum throughput scheme, on the other hand, doesmot ca at the cost of 26-28% throughput reduction for both cards.
about the energy consumption and uses as many antennas-as pos As shown in Figure 8, the energy savings for the PPR receiver
sible to achieve better throughput. ETAUschemes try to balance  are 26-28% and 31-33% for the Intel and Atheros cards, respec
MinEng and MaxTput schemes and the number of antennas theytjvely. The throughput loss for these cards is 26-28%. Tdetraff
use is between those used by the two schemes. between throughput and energy savings, ETput80 savesyegrg
We also ran simulations using a Partial Packet Recovery\PPR 994 and 21% for Intel and Atheros, respectively. The throughp
As shown in Figure 7, in this case the energy-aware rate atlapt  reduction is within 9%. Moreover, comparing PPR energy revi
reduces the transmission energy by 22-24% for the Intel@add  with non PPR energy savings, we see PPR based scheme improves

(b) # rx antennas used for Intel receiver
Figure 11: Number of antenna used in static networks.
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Figure 10: Receiver Energy comparison in mobile networks.
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corrupted frames.

50
40 -
30
20

Mobile networks: Next we evaluate the different schemes us-
ing the three mobile traces. Figure 9 and 10 summarize the re-
sults. Compared with the scheme that maximizes throughput,
imum energy reduces transmitter energy by 15-21% for thel Int 10l
card and 22-29% for the Atheros card. For both Intel and Ather

the throughput loss is 3-10%. Compared with Effective SNBR an 0 mobile 1 mobile 2 mobile 3
Sample Rate scheme, minimum energy reduces transmittagyene .

by 9-35% for the Intel card and 5-49% for the Atheros card. The (a) Intel transmitter energy
throughput of minimum energy is higher than Effective SNRI an 50
Sample Rate in some mobile traces since the latter two arepAot 45 ¢
timal for throughput.

For the receiver, minimum energy reduces energy by 29-31% fo
the Intel card and 32-34% for the Atheros card while redutireg
throughput by 15-19% compared to maximum throughput scheme
Compared with Effective SNR and Sample Rate scheme, minimum

Energy (nJ/bit)

Throughput (Mbps)
N
ol

energy reduces receiver energy by 34-40% for the Intel cadd a 0
36-41% for the Atheros card. To trade off between througlapat mobile 1 mobile 2 mobile 3
energy savings, ETput80 scheme reduces the throughput by 2% (b) Atheros transmitter energy

compared to maximum throughput scheme while providinggner
savings of 16% and 18% for Intel and Atheros receivers, @spe
tively. Compared with OracleMinEng and OracleMaxTput, @&

prediction error causes only 2-6% more energy consumptich a .
3-6% throughput reduction. The degradation in mobile sase ~ Atheros energy by 43-45%. The throughput loss is 22-24%. For

Figure 12: Transmitter Energy comparison in mobile networks
using PPR.

slightly larger than that in static traces as expected dimeehan- receiver, the energy savings for Intel are 30-32% and foeAls
nel variation in mobile traces increases the CSI predicéioor. are 34-36%. The throughput loss is 22-24%. Compared with non
Nevertheless, the degradation in this case is still smadl.inithe PPR counterparts, the PPR versions lead to 13-20% enenggsav

static networks, the energy-aware rate adaptation useariagna To balance the throughput and energy savings, ETput80 sehem

in most cases, and uses more antennas to reduce transntismion  duces the throughput by 8% while providing energy savind<66

if possible. The maximum throughput scheme uses as mang-ante and 22% for Intel and Atheros transmitters, respectively.

nas as the channel condition allows. Impact of frame sizes: In order to take full advantage of the high
Figure 12 and 13 further show the performance of various PPR data rates offered by IEEE 802.11n, using large framesaagly

versions of rate adaptation schemes. In this case, the minim recommended. Therefore, we further evaluate the impactoid

energy scheme reduces Intel transmitter energy by 26-28% an sizes. Figure 14 shows the number of antennas selected [Bridin
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(b) # rx antennas used for Intel receiver
Figure 14: Number of antennas used for different frame sizes

for the Intel card as we vary the frame sizes from 1000 bytes to
5000 bytes. As we can see, MinEng always selects the onerenten
rate for 1000-byte frames in our traces. However, as thedrsiae
increases, we see more transmissions use multiple antefioas
5000-byte frames almost all transmissions use two anterirtas
indicates as frame size increases, it becomes more adeantap
use multiple antenna rates to minimize energy.

Multiple antennas provide energy saving for larger frames b
cause for small frames the preamble transmission time duesn
the total transmission time. Hence, using multiple antsromy re-
sults in small reduction in ETT, which does not offset theitoldal
energy required to power up multiple antennas. As the fraeee s
increases, using multiple antennas leads to larger regfuictiETT,

which more than offsets the additional energy required tograip
more antennas.

Other energy objectives: Our scheme is general and can eas-
ily support other energy objectives. To give another examiptre
we consider minimizing the total energy consumption fronthbo
sender and receiver, which is especially interesting in@dret-
works where the sender and receiver are both mobile nodés wit
limited energy. Figure 15 shows the performance of MaxTmat a
MinEng scheme with different objectives in static tracebe Pper-
formance of mobile traces is similar and omitted for brevifys

it shows, MinEng leads to 19-30% total energy saving with 10-
26% throughput reduction. ETput80 balances the total gr=vg-
sumption and throughput, and reduces energy by 1-13% ata 1-2
throughput loss. ETput60 reduces the total energy by 2-28% w
a 5-9% throughput reduction.

—— MaxTput ETput80
e MInEng weemm ETput60
140 i T T

Energy (nJ/bit)

static1  static2  static 3

Figure 15: Comparing total energy consumption in static net
works.

6. TESTBED EVALUATION

Testbed implementation: We implement different rate adaptation
schemes in the Intel Wi-Fi link 5300 driver. We use the tool in
[12] to extract CSI from the Intel card at the receiver. Theeieer
uses the extracted CSl information to calculate the thrpughand
energy consumption for each MCS. The receiver then uses thes
calculated values to select the appropriate MCS and infahms
transmitter to use the selected MCS.

We conduct testbed experiments using two desktop machines.
For each experiment, we send 200 UDP packets with 1000-byte
payload. The experiments are conducted in static and msbde
narios. For mobile experiments, initially the machines glexed
close to one another and then the receiver is moved away frem t
transmitter at a walking speed. For each configuration, \perte
the average throughput and energy consumption across &Gaun
static experiments and across 5 runs for mobile experiments

Testbed results: Figure 16 shows the throughput and energy con-
sumption for static experiments. As we can see, MinEng resluc
the energy consumption by 19% for the transmitter and by 28%
for the receiver. The throughput reduction is 24% for thegnait-

ter and 22% for the receiver. ETputX smoothly trades-offueen

the two objectives. For example, ETput80 reduces energyby 6
at a 11% throughput loss for the transmitter. For the recel&
put80 reduces the energy by 16% with a throughput reduction o
2%. Figure 17 shows the number of transmit and receive aagenn
used during the experiment. Due to the static channel, tienses
use the same MCS for most transmissions which is expected. Mi
nEng uses a single antenna at both the transmitter and eedeiv
reduce energy. In comparison, MaxTput utilizes two andetfane-
tennas to achieve higher throughput at the cost of additerexgy.
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Figure 17: Number of antenna used in the static testbed.

Figure 18 shows how MCS changes over an mobile experiment
for MaxTput and MinEng. MCS 0 to 7 use 1 antenna, MCS 8 to
15 use 2 antennas, and MCS 16 to 23 use 3 antennas. In each cas
the number of spatial streams is equal to the number of aagenn
In region 1, when the channel is good, MaxTput transmitsgialh

3 antennas at MCS 22. Since MinEng tries to minimize enetgy, i
uses MCS 6, the highest 1-antenna rate that can be suppyrtiee b
current channel. MinEng saves 16.9% energy over MaxTpuii$n t
region. As the receiver moves away from the transmitterctze-

nel condition degrades and forces MaxTput to drop to MCS 14,
while MinEng continues to use MCS 6. The energy improvement
reduces to 11.9% because MCS 14 used by MaxTput consumes les
energy than its previous MCS 22 due to a fewer number of anten-
nas used. In region 3, MaxTput drops from MCS 14 to MCS 12.
Since MCS 12 still uses 2 antennas but takes longer to tratisani
MCS 14, MCS 12 consumes 15.5% more energy than MCS 14. In
comparison, MinEng continues to use MCS 6 and its energygavi
jumps to 21%. In region 4, the MinEng drops to MCS 5, resulting
in longer transmission time. Since MaxTput still uses MCSth2
energy saving of MinEng reduces to 20.06%. It is interesting
note that even though the channel degrades continuousiyerth
ergy savings do not follow the trend. In fact, region 2 hasldast

gap between MaxTput and MinEng while region 3 has the highest
In all cases, MinEng yields significant energy savings.
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Figure 18: The evolution of MCS over time for MinEng and
MaxTput in a mobile experiment.

RELATED WORK
We classify related work into the following areas: (i) energ
measurement and models, (ii) power saving, (iii) rate aatagt.

Energy measurement and models:Carvalhoet al. [4] present a
simple model for power consumption in 802.11 ad-hoc netaork
as a function of the number of bytes and a constant radio eaerh
for all antenna configurations. They also augment it to astou
for channel contention costs. Balasubramareaal. [2] present
an empirical study of energy consumption on mobile phones fo
3G, GSM, and WiFi energy consumption, and formulate an en-
ergy model for WiFi based on the transfer energy cost (pesfea
size) and the maintenance cost of WiFi. Neither model censid
ers the effects of multiple antennas, data rate, and tramawier.
Sesame [7] is a system in which a mobile device creates iteown
ergy model by using the battery interface with high accurddye
scheme does not specifically model the energy consumptitreof
WiFi Adapter. Halperiret al. [11] study power consumption of the

i W 5300 under different transmit power levels, card moeg.(
sleep, idle, transmit, receive), the number of active arderand
spatial streams, channel width and data rate. While thepiréral
observations are insightful, they do not develop an enermgeh

Power saving: Motivated by the power-hungry nature of net-
work interfaces, several works try to minimize time in idkténing
mode. Rozneet al. [28] use virtualization techniques and energy-
gware scheduling algorithm to reduce background trafficalios
802.11 cards to enter Power Saving Mode (PSM) to save energy
by 70%. Jangt al. [18] propose an energy management technique
for 802.11n by configuring a client’s sleep duration and anée
configuration.9eepwell [21] is a system that achieves energy effi-
ciency by evading network contention among multiple APshia t
vicinity of a mobile client. E-mili [31] is a scheme that rexhs
power consumed in idle listening by down-clocking radio. t-Ca
nap [6] allows a device to sleep by combining small gaps betwe
packets into meaningful intervals, while [23] detects nophone
bugs that prevent the phone from sleeping. DozyAp [14] alow
power-efficient WiFi Tethering. All these works are compdintary

to our work, which focuses on optimizing MIMO transmissidas
save energy.

7.

Rate Adaptation: Many rate adaptation algorithms have been pro-
posed for SISO systems, including commonly used SamplgBlate
and RRAA [30]. [12] shows effective SNR is a good metric for
rate adaptation to maximize throughput. More recently, she-
cess of IEEE 802.11n has motivated researchers to develep ra
adaptation for IEEE 802.11n. Since IEEE 802.11n offers aewid
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