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Abstract 

This paper presents an interaction model to support collab- 
orative scientific visualization. Relevant prior work is pre- 
sented to contextualize the model and its import. An im- 
plementation of the model is presented within a collabo- 
rative system that supports flexible collaborative coupling 
of multi-user applications. An example application is p r e  
sented to demonstrate the capabilities of the model. The 
implementation is Web based, fully supports multi-user in- 
terfaces, uses VRML and compresed VRML for three di- 
mensional graphic display, and is implemented in Java with 
CORBA support for external server access. An example ex- 
periment involving multiple users is described. 

1 Introduction 

Scientific visualization is the process of using computer 
graphics to view or explore 3D objects, natural p h e  
nomenon, or complex data[l8]. It has a history of signif- 
icant contribution to many areas in science and engineering. 
Collaborative scientific visualization enhances this process 
by allowing remote users to interact in the visual study of 
these phenomena. This enables remote users to contribute 
more quickly and easily their understanding and views of 
the phenomena to all members involved in the investiga- 
tion. Another significant advantage is that collaborative vi- 
sualization allows for the pooling of remote computational 
resources, allowing more users to take advantage of a larger 
number of machines to aid in their investigations. The cur- 
rent widespread deployment of network hardware and soft- 
ware technologies has created an opportunity and need for 
new collahorative methods and techniques in the creation of 
middle-ware infrastructure to support sophisticated collab- 
oration over wide area networks. 

We envision an environment where multiple distributed 
users routinely use computational resources located at many 
different geographic locations. These resources can he re- 
mote computation engines, scientific instruments, persistent 
data sets, and complex analysis systems. The resources are 
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located anywhere and are all accessible via the Internet. 
Computation times are long, data sets are extremely large 
and analysis engines routinely access remote data. Such an 
environment makes it dificult for users to work interactively 
together both because the problems do not lend themselves 
to interactive operation hut also because distributed users 
can have vastly different personal schedules and could even 
he located in different timezones. The problem then is how 
to provide users with an easy and intuitive mental map of 
the various resources, users, and tasks that the environment 
provides and supports. This map must make it clear to users 
what resources are available, what resources are commited 
to which users and tasks, and the current state of these re- 
sources. The map must must also provide intuitive ways 
of specifying collaborative tasks, shared activities and still 
maintain a clear understanding of system activity in users 
minds. The model must support the users’ widely vary- 
ing schedules and the extensive running time of computa- 
tions within the environment. We refer to the users’ mental 
knowledge of the state of the environment as collaboration 
awareness. In this environment we wish to provide users 
with resource, user and task awareness. 

This paper presents an interaction model that provides 
users with this intuitive map of the resources, users and 
tasks within the distributed environment. The model de- 
fines loops of computation called DSAV loops that support 
interactive user control of dismbuted simulations. This loop 
model provides an easy to understand organization of dis- 
tributed and cooperative tasks, as well as creating collab- 
oration awareness in users’ minds. The loops provide a 
natural naming scheme for resources, tasks and projects, 
as well a natural scheme for the display of collaborative 
tasks, users, and activities. The naming and display schemes 
provide users with the needed collaboration awareness to 
effectively engage in collaborative scientific visualization 
within a highly distributed environment. This model has 
been implemented as a component of a Web and Internet 
based substrate designed for collaboration over wide area 
networks (WAN). An example application implemented us- 
ing this substrate is presented to demonstrate the capabilities 
and effectiveness of the model. The example application is 
conshucted using our Internet based collaboration toolkit 
called Shastra. Several new techniques for flexible appli- 
cation coupling, object sharing, and efficient data location 
have been developed specifically to support synchronous 
and asynchronous collaboration on WAN. 

The rest of this paper is organized as follows: An 
overview of important prior work is presented in Section 2. 
An explanation of the new interaction model is given in Sec- 
tion 3. The important new collaboration features provided 
by the Shastra substrate are presented in Section 4. Also, 
a reusable web based visualizer with WAN support is pre- 
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Figure I: A data, simulation, analysis, visualization (DSAV) loop which displays the communication How between components 
is shown in (a). (b) displays the collaborative version of the DSAV loop, showing shared loops involving inter-loop and intra- 
loop connections. 

sented in that section. Section 5 and Section 6 present a soil 
contaminant simulation and an example user scenario. 

2 Priorwork 

The collaborative visualization work in this paper draws on 
past research into interactive computational steering, web 
based collaboration systems, collaborative synthetic envi- 
ronments, and collaborative visualization. Within scientific 
visualization three areas need to he addressed to implement 
efficient visualization: computation, display, and querying. 
A system that supports collaborative scientific visualization 
must provide collaboration awareness and ensure that the 
techniques used do not reduce the efficiency of the meth- 
ods used to resolve the three problems within a standard 
system. This is the challenge of collaborative scientific vi- 
sualization. A framework for collaborative modelling and 
simulation has been proposed by Sierhuis and Selvin[ZO]. 
Several non-general hand-built web capable collaborative 
visualization systems have been developed such as CEV[8], 
and DOVE[I]. In Wood[22] several potential scenarios for 
collaborative visualization are identified and explored Sim- 
ilar work in computational steering for visualization identi- 
fies requirements for WAN based interactive collaborative 
visualization[l7, 131. 

Dynamic program steering is defined in Vetter[ll] as two 
tasks: monitoring program or system state(monitoring) and 
then enacting program changes made in response to ob- 
served state changer(rteering). Interactive program steering 
OCCUTS when humans directly control the steering of the pro- 
gram state. Insbumentation of applications is necessary to 
allow external programs and users to control the behavior 
of the computation. Many methods exist for interactive pro- 
gram steering, from simple scripting languages to powerful 
graphical interfaces. 

Flexibility and performance are identified as key require- 
ments for collaborative scientific visualization in [ I]. Sev- 
eral projects are underway to extend the capabilities of the 
Web to support collaborative activity[7, 12, 161. Collab- 
orative Internet systems are becoming available such as 
Hahanero[9], Tango[6], Infosphere[lO], Knitting Factor[S], 
and GroupKit[lP]. These systems use various schemes for 

communication, resource discovery, data locaion, applica- 
tion coupling, Hoor control and session control. 

A prior research project involving the authors developed 
a LAN based collaboration architecture and toolkit called 
Shastra. The Shastra collaboration architecture[2,3,4] de- 
fines an extensible, programmable, computing environment 
for experimenting with sophisticated collaborative applica- 
tions that support LAN based collaboration amongst mul- 
tiple participants and systems. The architecture is com- 
posed of stream based collaboration aware network servers. 
Servers are classified into one of three categories: Fronts, 
which are the applications that users interact with; Session 
managers are specialized servers that control the interaction 
of Fronts; and Kernel's which act as global nameservers 
maintaining lists of available network resources. The archi- 
tecture uses a hybrid data location scheme where network 
resource location information is replicated across all Ker- 
nels and session data is centrally located in Session Man- 
agers. The LAN based Shastra architecture is implemented 
in C++, X Windows and Openlnventor. A collection of 
toolkits and multimedia senr'ces have been developed to 
demonstrate the capabilities of the architecture. Sample 
toolkits are an Interactive Surface Modeling and Analysis 
tookit[ 151, Ganith a curve and surface manipulator, and Vis- 
tool a scientific visualization application. Multimedia ser- 
vices include Text, Audio, Video, and Whiteboard collaho- 
ration tools. 

3 DSAV Loops for Collaborative Sci- 
entific Visualization 

Collaborative scientific visualization can be loosely defined 
as a collection of visualization users who wish to share the 
results and control of their simulations and visualizations. 
These users may be located at geographically dispersed sites 
using different computational equipment and having access 
to widely varying hardware, resources, and data. The com- 
mon bond amongst these users is that they wish to share 
their resources and results to aid each other in their research. 
DSAV loops are a model of collaborative work that provide 
users with an intuitive understanding of the activity tak- 
ing place within a distributed simulation environment. This 
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Figure 2. (1) prwnt i  an iso-sdrf3ce of thc hydruulic conductivlry variahlc within a contaminated groundwerur huliltion. (b) 
shows d close u p  of an iso-surf3cc of the same variable culorud according tti the conccnrraiion ofcontaniinant dissolved in  tho 
groundwater. 

model provides an easy to understand organization of dis- 
tributed and cooperative tasks as well as a natural naming 
scheme and display for collaborative tasks, users, and activ- 
ities. 

A model of collaborative work needs to capture the avail- 
able resources, the users involved in the work, the projects 
users are engaged in and the tasks needed to complete these 
projects. This model must not only provide users with this 
knowledge but must also provide an organization of it such 
that it allows users to discuss and manipulate the environ- 
ment using this knowledge in an effective manner, For ex- 
ample existing clientlserver visualization tools allow shared 
views, providing users the ability to share the results of vi- 
sualizations. However sharing of views is of limited utility 
in a WAN environment due to different work schedules of 
collaborators and potentially differing time zones. To fully 
support collaborative scientific visualization users must be 
able to share task knowledge in addition to view sharing. 

The DSAV loop model organizes scientific visualization 
and simulation around a "loop" of project work. A work 
project in the simulation environment is viewed as a loop 
of activity with each basic component receiving informa- 
tion from the previous member of the loop and providing 
information to the next loop component. This basic loop is 
depicted in Figure I(a). Components of the loop are data 
sources (D), simulation servers (S) ,  analysis tools (A), and 
visualization clients (V). Its important to note that this orga- 
nization of work does not preclude a server being used for 
multiple components of the loop. Thus a massive parallel 
system could fulfill all components of the loop but visual- 
ization. The loop model is a means of organizing, interact- 
ing with and planning shared projects and tasks. This loop 
nature of simulation and visualization work is well known 
in current systems but perhaps not clearly explicitly defined. 
In order to enhance a visualization and simulation environ- 
ment to support collaborative activity we extend the DSAV 
loop into the third dimension, with multiple loops existing 
along the new axis. Using this three dimensional model 
of multi-loop interaction we can form connections across 
loops signifying shared tasks and projects. This shared loop 
model is depicted in Figure I(b). The model provides a 
simple arrangement that allows for the rapid location, iden- 

tification and manipulation of all shared resowces within 
the collaborative system, and provides a description of the 
shared state of the collaborative environment. This descrip- 
tion allows users to cooperatively arrange and manipulate 
shared information. 

Users initiate new sim/viz projects by creating DSAV 
loops. Every DSAV loop created has a unique network wide 
identifier associated with it. This unique name allows the 
loop to be easily identified across all user sites. Loops main- 
tain basic permissions as to who may add and remove com- 
ponents from the loop. Permissions associated with loops 
are the familiar owner, group, and other permission set. Ini- 
tially a loop may only be modified by its creatorlowner. 
Users can selectively add and remove components from a 
loop. All data generated by a component is assaciated with 
its current loop. The user interface for basic loop control 
can be seen in Figure 3. 

Figure 3: The user interface used to make basic manipula- 
tion of DSAV loops. The interface allows for creation, re- 
moval, and basic manipulation of loops. Users can share the 
user interface remotely throught the collaboration substrate. 

Once a loop has been created the various project compo- 
nents can be added to the loop. Not all components need to 
exist within a loop, A shareable visualization session con- 
sists of at minimum a single DSAV loop. This loop may 
contain data sources, simulators, analysis tools, and visual- 
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izers. A network resource may act as more than one com- 
ponent. For example a massively parralel machine could act 
as a data source, simulator and an analyisis server. The divi- 
sion o f  resources into different components is a conceptual 
one and i s  done to provide users with a means o f  think- 
ing about the activities in collaborative visualization. It is 
not an actual division o f  processes and server code. Each 
o f  the components in the model i s  represented as a shared 
network resource. Users add and remove comnonents to in- 

used to specify connections between components. These 
connections create notions o f  common tasks. Inter-loop 
connections specify those tasks that wi l l  assist in the com- 
pletion of the loop project. Intra-loop connections specify 
those tasks that wi l l  assist in the completion of an external 
project from the components DSAV loop. Visualizers can 
belong to multiple loops. The model also provides an easily 
displayable representation o f  user and task activity within a 
collaborative visualization. It can be disnlaved both as a 3d ~ ~ ~ , ~ ~ ~ ~ 1 ~ ~  ~~~ ~~ ~~ ~ 
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Figure 5: These panels provide users with direct control 
over system servers. They allow users to startstop, hrowse 
and steer remote computation and analysis servers. 

Users may specify connections between components in 
different loops. Connections between components o f  a 
DSAV loop are inter-loop connections. Connections he- 
tween components o f  seperate DSAV loops are intra-loop 
connections. The visualizer tool controls the connections 
between loop components. The user interface in Figure 4 is 

4 Implementation of Model 

The DSAV interaction model was implemented using the 
Shastra collahoration toolkit. A set o f  WAN specific dis- 
tribution and collaboration features was used to support ef- 
fective collaboration over the Internet. A re-usable visual- 
ization module implemented as a downloadable Java applet 
provides web access from any Java enabled web browser. 
The visualization applet acts as the generic user interface 
into the DSAV loop control evenvironment. 
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Figure 4 This interface allows users to add components as Data, Simulation, Analysis, and Visualizer, to a DSAV lwp. They 
can from a list of available servers, or from any existing DSAV loop. The panel allows connections to he formed by selecting 
servers and simply clicking on the arrow button. This creates a connection between servers. 

4.1 Collaboration Substrate 

The Sham Collaboration Architecture[Z, 3, 41 defines an 
extensible, programmable, computing environment for de- 
veloping, using, and experimenting with sophisticated col- 
laborative applications that support large scale geographi- 
cally dispersed collaboration amongst multiple participants 
and systems. The architecture is connectionless, scalable, 
supports multi-group federation, has an adaptable data loca- 
tion model, supports flexible application coupling, multiple 
coordination strategies, dynamic downloading of executable 
code and is event driven. The architecnrre defines a collec- 
tion of specialized servers providing server specific services 
which communicate using network events. The interaction 
of these specialized servers creates an environment capable 
of supporting collaborative work. A collection of special- 
ized servers and services has been created that provide col- 
laboration awareness, data management, and coordination 
control to multiple users. The system is available in both 
Java and C+t versions. A pictorial representation of the ar- 
chitecture is given in Figure 6. 

Figure 6: The runtime architecture of the DSAV environ- 
ment implemented with the Shastra substrate. It shows three 
user browsers(upper left), four computation engines(1ower 
right), and a web server and data source (upper right). 

4.2 New WAN Collaboration Features 
The new Shastra architecture provides several WAN specific 
features that significantly aid the creation of Internet based 
collaboration tools. A mechanism for supporting shared 
objects using optimistic consistency is used for managing 
the distributed DSAV loops. The technique, called Opera- 
tion Transformation[l I ,  141, allows shared objects to truly 
be simultaneously and asynchronously manipulated without 
locking while maintaing the objects in a consistent state. 
Figure 7 depicts the architecture of the system. 

. . . . . . . . . . . . 

Figure 7: The architecture of the shared object mechanism 
using operation transformations. 

An adaptive data location algorithm is used to adjust the 
distribution of shared objects over the network to improve 
communication and enhance overall system performance. 
The data location algorithm dynamically adjusts the loca- 
tion of objects and the transmission of information based 
on communication cost, network activity, computation cost, 
and network topology. The system uses dynamically cre- 
ated routing agents that cache objects and operations and 
adjust their location and storage based upon network activ- 
ity, The architecture of the adaption mechanism is depicted 
in Figure 8. 

A collaborative widget set that uses operation transfor- 
mation to maintain consistency amongst distributed user 
interfaces is used to provide shared multi-user interfaces. 
These multi-user interfaces are used by collaborating users 
to manipulate DSAV loops as well as interact with shared 
views, and shared geomehy objects. Coupling filters which 
enhance the capabilities of these shared widgets by provid- 
ing the user with full control over the degree of connection 
between shared interfaces are used to enhance multi-user 
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visualizer is also available as a standalone Java application 
using the Java3D VRML browser and supporting CORBA 
interaction. 

Apple1 Download 

Figure 8: The basic communication route of operations 
through a delivery agent. Delivery agents are used to adap- 
tively route operation transmission according to vital net- 
work parameters. 

flexiblity, These filters allow users to selectively control 
what components of a user interface are shared between wl- 
lahoratinp audications. The hasic architecture is deuicted in 
Figure 9. 

Net Event 

Figure 9 This figure depicts the hierarchical event driven 
organization of the shared widget set. Widgets in the system 
generate eventdoperations that are transmitted to the user 
interfaces of all collaborating users. The filters in the graph 
allow for users to control the degree of wupling betweeen 
their interfaces. 

4.3 Collaborative Visualization Module 
A modularized visualizer that supports collaborative view 
sharing, distributed resource access and compressed VRML 
display is used as the general visualization tool. The vi- 
sualizer is a pure Java client capable of displaying VRML 
scenes, including compressed geometry VRML scenes and 
binary format VRML scenes. It supports collaborative nav- 
igation and interogation of shared scene graphs. The visu- 
alizer can he used independently or collaboratively to view 
objects and scenes retrieved from Web servers, JDBC com- 
pliant databases, and the DSAV environment. The visual- 
izer is available as a Web based Applet using the VRML 
External Authoring Interface. This allows it to execute in 
any Java enabled web browser with a VRML plugin. This 
ensures the widest possible distribution and access to the 
visualizer. Currently versions running in Netscape Commu- 
nicator and Microsoft Internet Explorer are available. The 

EA1 = E~ferna l  Autholing Interface 

Figure I O  The figure depicts that static architecture of the 
visualization applet. The applet is composed of j am and 
VRML components. The applet maintains a set of objects 
and streams in the object database and uses the security 
manager to extend privileges needed for advanced network 
access. 

Figure 11: This is a snapshot of the visualizer and control 
panels used to manage and manipulate plots, simulators, 
and analysis tools. The panels on the left control access to 
servers, plot display, and mesh manipulation. The panel on 
the right displays the visualization data and provides navi- 
gation control. 

5 3D Soil Contaminant Remediation 
Simulation and Visualization 

An application has been developed that demonstrates the 
utility of the DSAV loop interaction model. The Center 
for Computational Visualization along with the Center for 
Subsurface Modeling at the University of Texas at Austin 
are using the model to to understand the complex processes 
by which contaminated groundwater can he remediated in 
situ. In Figure 2@), plumes of dissolved contaminant flow 
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downstream from pools of immobile nonaqueous phase liq- 
uid (NAPL). The concentration of contaminant varies with 
position and time due to kinetic competition between the 
dissolution rate, the rate of biodegradation by naturally oc- 
curring bacteria, the consumption of oxygen by the bacteria 
and the consumption of oxygen by reducing minerals found 
in the aquifer. A set of tools and servers have been de- 
veloped andlor modified to support DSAV loops and allow 
users to experiment with simulations in contaminant remi- 
dation through the world wide web. 

The application uses the following tools and servers: 

data source a Web server is used as the source of the initial 
data set for simulation and analysis. 

simulator A flow solver called PARSSIM developed at the 
Universtiy of Texas Center for Subsurface Model is 
used to solve the flow problems describing the soil 
conductivity. The current version runs on multiple 
platforms including the IBM SP2. 

analysis A server name Vistool is used to perform visual- 
ization analysis. The tool supports decimation, iso- 
contour and iso-surface extraction, slicing, and mesh 
refinement. 

visualizer The Java web visualizatio applet is used as the 
visualizer for displaying and control the servers, data, 
and tools. 

Figure 2 shows sample screenshots of the visualizations 
of the results of the simulation, The user interacts with the 
various components of the DSAV loop through the visual- 
ization applet. The visualization applet provides the user- 
interface for creating shareable DSAV loop’s. Within the 
visualizer the user can select and specify flow solvers and 
vistool servers to include within specific DSAV loops. The 
current incarnation of the PARSSIM flow solver provides 
simple stadstop and job submission controls. Work is be- 
ing done to enhance it and allow the user to modify simula- 
tion parameters over the course of the computation of a flow 
solution. 

6 Example Scenario 

A simple testing scenario was performed using facilities at 
the University of Texas at Austin. Three researchers on dif- 
ferent machines engaged in collaborative visualization and 
simulation experimentation with the developed system to 
explore usability and performance. The hardware and soft- 
ware configuration was as follows: One user was on Win- 
dowsNT using Internet Explorer 4.0 with the Cosmoplayer 
plugin for visualization. The second user also ran on Win- 
dowsNT but used Netscape Communicator 4.5 and the Cos- 
moplayer VRML plugin. Finally the the third user was us- 
ing Netscape Communicator on a Silicon Graphics Onyx2 
svstem. with Cosmodaver durin. Simulation and analvsis ~. . .  . -  
servers ran on an IBM SP2 and on a SGI Onyx2 respec- 
tively, Three sample snapshots from the experiment are dis- 
play in Figure 12. 

This research is supported in part hy NSF grants CCR- 
9732306 and KDI-DMS-9873326 
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